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Many important data management and analytics tasks cannot be completely addressed by automated processes. For example, entity resolution, sentiment analysis, and image recognition can be enhanced through the use of human input. Crowdsourcing platforms are an effective way to harness the capabilities of the crowd to apply human computation for such tasks. In recent years, crowdsourced data management has become an area of increasing interest in research and industry.

Typical crowd workers are often associated with a large variety of expertise, background, and quality. As such, the crowdsourced database, which collects information from these workers, may be highly noisy and inaccurate. Thus it is of utter importance to manage the quality of crowdsourced databases. In this thesis, we identify and address two fundamental problems in crowdsourced quality management: (1) Task Assignment, which selects suitable tasks and assigns to appropriate crowd workers; (2) Truth Inference, which aggregates answers obtained from crowd workers to infer the final result.

For the task assignment problem, we consider two common settings adopted in existing crowdsourcing solutions: task-based and worker-based. In the task-
based setting, given a pool of $n$ tasks, we are interested in which of the $k$ tasks should be assigned to a worker. A poor assignment may not only waste time and money, but may also hurt the quality of a crowdsourcing application that depends on the workers’ answers. We propose to consider evaluation metrics (e.g., Accuracy and F-score) that are relevant to an application and we explore how to optimally assign tasks in an online manner. In the worker-based setting, given a monetary budget and a set of workers, we study how workers should be selected, such that the tasks in hand can be accomplished successfully and economically. We observe that this is related to the aggregation of workers’ qualities, and propose a solution that optimally aggregates the qualities from different workers, which is fundamental to selecting workers.

For the truth inference problem, although there exist extensive solutions, we find that they are not compared extensively under the same framework, and it is hard for practitioners to select appropriate ones. We conduct a detailed survey on 17 existing solutions, and provide an in-depth analysis from various perspectives.

Finally, we integrate the task assignment and truth inference in a unified framework, and apply them to two crowdsourcing applications, namely image tagging and question answering. For image tagging, where a worker is asked to answer the task, we select the correct label(s) among multiple given choices. We identify workers’ unique characteristics in answering multi-label tasks, and study how it can help to solve the two problems. For question answering, where workers may have diverse qualities across different domains. For example, a worker who is a basketball fan should have better quality for the task of labeling a photo related to ‘Stephen Curry’ than the one related to ‘Leonardo DiCaprio’. We leverage domain knowledge to accurately model a worker’s quality, and apply them to addressing the two problems.
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Chapter 1

Introduction

Existing algorithms often cannot effectively address computer-hard tasks such as entity resolution [35, 79, 139, 176, 189, 192, 195, 199], sentiment analysis [124, 125, 142, 222], and image recognition [172, 198, 205], which can benefit from the use of human cognitive ability. Crowdsourcing is an effective way to address such tasks by utilizing hundreds of thousands of ordinary workers (i.e., the crowd). Furthermore, access to crowd resources has been made easier due to public crowdsourcing platforms, such as Amazon Mechanical Turk (AMT) [1], CrowdFlower [5] and Upwork [10]. As reported by the AMT in August 2012, over 500K workers from 190 countries worked on tasks. The large number of workers and HITs have motivated researchers to develop solutions to streamline the crowdsourcing process (see survey [116], book [135], and tutorials [13, 36, 53, 72, 73, 94, 117]). Thus, due to the increasing interests, data management in crowdsourcing has become an active area in both industry and research.

There are many successful applications that utilize crowdsourcing to solve computer-hard tasks. For example, in Figure 1.1(a), Von Ahn et al. digitized printed material by getting Internet users to transcribe words from scanned texts [190]. Their method achieved accuracy exceeding 99% and has transcribed
over 440 million words. As another example, in Figure 1.1(b), Eiben et al. utilized a game-driven crowdsourcing method to enhance a computationally designed enzyme [61].

Crowdsourcing can also benefit data management applications, such as data cleaning [66, 152, 193], data integration [92, 122, 221], knowledge construction [14, 17]. Consider entity resolution as an example. Suppose a user (called the “requester”) has a set of objects and wants to find the objects that refer to the same entity, perhaps using different names. Although this problem has been studied for decades, traditional algorithms are still far from perfect [139, 176]. Alternatively, s/he can harness the crowd’s ability to identify the same entity. To this end, the requester first designs the tasks, and then publishes their tasks on a crowdsourcing platform such as AMT. Crowd workers who are willing to perform such tasks (typically for pay or some other reward) accept the tasks, answer them and submit the answers back to the platform. The platform collects the answers and reports them to the requester. As the crowd has contextual knowledge and cognitive ability, crowdsourced entity resolution can improve the quality [79, 186, 189, 192, 195].
1.1 Crowdsourcing Workflow

In a crowdsourcing platform (e.g., AMT [1]), there are two types of users, called “workers” and “requesters”, who will deal with tasks. Requesters publish tasks to the platform; Workers perform tasks and return the results. In the following, we describe the life-cycle of a task from the individual perspective of requesters and workers.

Figure 1.2 illustrates how the entity resolution application can be applied to the workflow of crowdsourcing. Given a table of products, suppose a requester aims to find the pairs of products that refer to the same real-world entity. The requester needs to first design the user interface of a task, e.g., each task contains a pair of products, and it asks the crowd to choose whether they are “equal” or “non-equal”. For example, the first task contains two products, i.e., $o_1$: iPhone 2nd Gen and $o_2$: iPhone Two, and it asks workers whether the two products are “equal” or “non-equal”. The requester also has to set up some properties of the tasks, e.g., the price of a task, the number of workers to answer a task, the time duration to answer a task\(^1\). After that, the requester publishes the tasks to the

\(^1\)Note that the problem of how to set the properties of a task has been studied in existing works [116], and it is not the focus of the thesis.
platform, and collects the answers from the crowd.

From workers’ perspective, they can browse and select the available tasks published by requesters. Often the unit that a worker interacts with the crowdsourcing platform is called a “Human Intelligent Task”, or HIT, which contains a set of tasks. When accepting a HIT, they have to finish all the tasks in the HIT within the specified time duration. If a worker has accomplished a HIT, then the crowdsourcing platform will collect the worker’s answers for the tasks in the HIT, and the worker will be paid by the specified monetary budget.

1.2 Crowdsourcing Framework

Based on the above discussions, we show the crowdsourcing framework in Figure 1.3. The requester will deploy tasks and budget to the crowdsourcing platform (e.g., AMT). The workers will come to interact with the crowdsourcing platform in two components:

(1) Task Assignment, which assigns tasks to workers. Since workers may have different backgrounds and diverse qualities on tasks, an intelligence task assignment algorithm will judiciously select suitable tasks to appropriate workers. Existing works study the task assignment problem by focusing on two settings, based on the perspectives of tasks and workers:

- Task-based Setting. In this setting, when a worker comes, it studies the problem that which subset of tasks should be assigned to the coming worker. It is often called “Online Task Assignment Problem” [85, 86, 138, 164, 222]. Existing platforms such as AMT supports assigning tasks in the task-based setting. To be specific, we could use the “external-HIT” way provided by AMT, which embeds the generated HTML pages by our server into its web frame and workers directly interact with our server through the web frame. Thus when a worker comes, we can identify the worker from the individual worker-id (a string of 14 characters) provided
by AMT. Finally, we can dynamically batch the selected tasks in a HIT, and assign to the coming worker.

- **Worker-based Setting.** In this setting, given a task and a set of candidate workers, it studies the problem that which subset of workers should be selected to answer the task. It is often called “Jury Selection Problem” [33, 219]. With the increasing amount of data, large-scale Internet companies such as Google or Facebook requires human experts to label the data, e.g., they want to be sure whether there is a Starbucks coffee in a specific point of interest (POI) location. Workers with different qualities and budget requirements come to answer the task, and the problem aims at wisely selecting a subset of workers, such that the overall quality is maximized within a given budget constraint.

(2) **Truth Inference**, which collects workers’ answers and infers the truth of each task based on considering all collected answers from workers. Note that workers may yield low quality or even noisy answers, e.g., a malicious worker will intentionally give wrong answers; workers may also have different levels of expertise, and an untrained worker may be incapable of accomplishing certain tasks. Thus, in order to achieve high quality, we need to tolerate crowd errors and infer high quality results from noisy answers.

![Crowdsourcing Framework](image-url)

**Figure 1.3:** Crowdsourcing Framework.
1.3 Problems and Contributions in the Thesis

In this thesis, we have addressed problems related to the two key components in crowdsourcing framework (Figure 1.3), i.e., task assignment and truth inference. Figure 1.4 shows an overview of the thesis. In general, we first discuss the details of task assignment (Chapters 3 and 4) and truth inference (Chapter 5), respectively. Then we study how to combine these two components together and apply them in complex crowdsourcing applications (Chapters 6 and 7). Next, we detail each chapter, respectively.

1.3.1 Task Assignment Problem (Chapters 3 and 4)

Chapters 3 and 4 address problems in the task assignment component, which studies assigning suitable tasks to appropriate workers. As discussed above, there are two settings: task-based setting and worker-based setting.

- Chapter 3 focuses on the task-based setting, and we address an Online Task Assignment Problem in [222]:

**Problem 1.1** (Online Task Assignment Problem (Chapter 3)). *Given a pool of $n$ tasks, when a worker comes to answer tasks, which set of the $k$ tasks should be batched*
in a HIT and assigned to the coming worker?

Figure 1.5 gives an example of the problem. Suppose we have \( n = 4 \) tasks, and each HIT contains \( k = 2 \) tasks. When a worker comes to answer tasks, we are interested in which 2-task-combination should be batched in a HIT and assigned to the coming worker.

In AMT, this issue is usually addressed in an offline manner: the tasks assigned to all HITs were decided before they are shown to the workers. As pointed out in [27, 127], the main drawback of this approach is that the difficulty level of a task is not considered: for an “easy” task, its final result can be determined even if the current number of answers received from workers is limited, whereas a more difficult or controversial task may require answers from more workers. Notice that a requester may only have a limited amount of budget to pay the workers. It is thus important to decide the task(s) to be included in a HIT, in order to obtain the best answers under the limited budget. Moreover, the problem is inherently complex, since finding the best solution for the task assignment problem can be extremely expensive. Given a pool of \( n \) tasks, there are \( \binom{n}{k} \) sets of candidate tasks for a HIT. It requires fast assignment
response to the worker as the worker may feel bored if waiting for a long time.

**Contributions in Solving Online Task Assignment Problem (Problem 1.1)**

To solve the problem, we propose a novel online task assignment framework, which takes application-driven evaluation metrics into account. We investigate two popular evaluation metrics, i.e., *Accuracy* and *F-score*, that are widely used by various crowdsourcing applications [85, 92, 127, 161, 192, 195]. Conceptually, our algorithm enumerates all sets of $k$ tasks. For every set of $k$ tasks, our solution estimates the improvement in the quality of the answers, if these tasks are really sent to the coming worker. The set of $k$ tasks that maximizes the quality improvement will constitute the new HIT. To realize this, we have to address two key issues:

1. **Lack of ground truth.** Evaluation metrics, such as *Accuracy* and *F-score*, assume that each task’s *ground truth* (or true answer) is known. However, during the task assignment process, it may not be possible to know the ground truth of a task. Thus, existing evaluation metrics are not readily used to solve the task assignment problem. We represent the possible true answer of a task by the *distribution matrix*, which captures the probability distributions of true answers. We study how to populate this matrix with two models, namely Worker Probability (WP) [80, 100, 127, 211] and Confusion Matrix (CM) [19, 92, 200] that are commonly used to describe the performance of workers. We further incorporate the distribution matrix into *Accuracy* and *F-score*, resulting correspondingly in the proposed two functions: *Accuracy* and *F-score*.

2. **Expensive evaluation.** Finding the best solution for the task assignment problem can be extremely expensive. Given a pool of $n$ tasks, there are $\binom{n}{k}$ sets of candidate tasks for a HIT. Moreover, due to the incorporation of the distribution matrix, measuring the quality of the distribution matrix
under Accuracy or F-score can be expensive. We explore efficient algorithms for quality measurement. We also propose two respective linear-time algorithms to find the best set of tasks for assignment.

• Chapter 4 focuses on the worker-based setting, and we study to address the Jury Selection Problem in [219]:

**Problem 1.2** (Jury Selection Problem (Chapter 4)). *Given a budget and a set of workers, where each worker is associated with a quality score and cost requirement, then which subset of workers should be chosen, such that the overall quality is maximized within the budget limit?*

<table>
<thead>
<tr>
<th>All candidate Workers Set ( quality, cost )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
</tr>
<tr>
<td>--------------------------------------------</td>
</tr>
<tr>
<td>![Worker A](0.77, $9)</td>
</tr>
</tbody>
</table>

Figure 1.6: Jury Selection Problem (Chapter 4).

Figure 1.6 shows a set of seven workers labeled from A to G, where each worker is associated with a quality and a cost. The quality ranges from 0 to 1, indicating the probability that the worker correctly answers a task. This probability can be estimated by using her background information (e.g., her performance in other tasks) [33, 127, 183]. The cost is the amount of monetary reward the worker can get upon finishing a task. In this example, A has a quality of 0.77 and a cost of 9 units. For a jury, the jury cost is defined as the sum of workers’ costs in the jury and the jury quality (or JQ) is defined as the probability that the result returned by aggregating the jury answers is correct. Given a budget of B units, a feasible jury is a jury whose jury cost does not exceed B. For example, if $B = $20, then \{B, E, F\} is a feasible jury, since its jury cost, or $5 + $5 + $2 = $12, is not larger than $20.
To solve the Jury Selection Problem, a naive solution is to compute the JQ for every feasible jury, and return the one with the highest JQ. However, how to aggregate workers’ qualities to compute the JQ, and does there exist a solution that can optimally aggregate workers’ qualities? Moreover, the number of feasible juries is exponentially large. So is it possible to efficiently select the jury with the highest aggregated quality?

Contributions in Solving Jury Selection Problem (Problem 1.2)

Since the solution to Jury Selection Problem (JSP) is related to the aggregation of workers’ answers (called “voting strategies”), we investigate an interesting problem: is it possible to find the optimal voting strategy for JSP among all voting strategies? One simple answer to this problem is to consider all voting strategies. However, as listed in Table 1.1, the number of existing strategies is very large. Moreover, multiple new strategies may emerge in the future. We address this problem by first studying the criteria of a strategy that produce an optimal solution for JSP (i.e., given a jury, the JQ, or Jury Quality of the strategy is defined as the highest value among all the possible voting strategies). This is done by observing that voting strategies can be classified into two major categories: deterministic and randomized. A deterministic strategy aggregates workers’ answers without any degree of randomness; MV is a typical example of this class. For a randomized strategy, each answer is returned with some probability. Using this classification, we present the criteria required for a voting strategy that leads to the optimal solution for JSP. We discover that BV satisfies the requirements of an optimal strategy. In other words, BV is the optimal voting strategy with respect to JQ, and will consistently produce better quality juries than the other strategies.

How to solve JSP with BV then? A straightforward solution is to enumerate all feasible juries, and find the one with the highest value of JQ. However, this approach suffers from two major questions:
Table 1.1: Classification of Voting Strategies.

<table>
<thead>
<tr>
<th>Deterministic Voting Strategies</th>
<th>Randomized Voting Strategies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority Voting (MV) [33]</td>
<td>Randomized Majority Voting (RMV) [110]</td>
</tr>
<tr>
<td>Bayesian Voting (BV) [127]</td>
<td>Triadic Consensus [20]</td>
</tr>
<tr>
<td>Weighted MV [123]</td>
<td>Randomized Weighted MV [123]</td>
</tr>
</tbody>
</table>

1. Computing the JQ of a jury for BV requires enumerating an exponentially large number of workers’ answers. In fact, we show that this problem is NP-hard;

2. The number of feasible juries is exponentially large.

To solve the first question, we develop a polynomial-time approximation algorithm, which enables a large number of candidate answers to be pruned, without a significant loss of accuracy. We further develop a theoretical error bound of this algorithm. Particularly, our approximate JQ computation algorithm is proved to yield an error of not more than 1%. To tackle the second question, we leverage a successful heuristic, the simulated annealing heuristic, by designing local neighborhood search functions. To evaluate our solutions, we have performed extensive evaluation on real and synthetic crowdsourced data. Our experimental results show that our algorithms effectively and efficiently solve JSP. The quality of our solution is also consistently better than existing works.

1.3.2 Truth Inference Problem (Chapter 5)

- Chapter 5 addresses problem in the truth inference component. To be specific, [221] focuses on the Truth Inference Problem:

**Problem 1.3** (Truth Inference Problem (Chapter 5)). Given workers’ answers collected for all tasks, what is the truth of each task?
Figure 1.7 gives an example of the truth inference problem. Suppose we have 2 tasks, which ask about the current affiliations of Michael Franklin and Alon Halevy. Three workers come to answer these two tasks, respectively. For example, the first worker thinks that “B. Chicago” corresponds to the current affiliation of Michael Franklin.

To infer the truth of each task, a straightforward approach is Majority Voting (MV), which takes the answer given by majority workers as the truth. However, the biggest limitation of MV is that it regards all workers as equal. In reality, workers may have different levels of qualities: a high-quality worker carefully answers tasks; a low-quality (or spammer) may randomly answer tasks in order to deceive money; a malicious worker may even intentionally give wrong answers. Thus it is important to capture each worker’s quality, which can better infer the truth of each task by trusting more on the answers given by workers with higher qualities. The database community [63, 89, 118, 119, 127, 131, 219] and data mining community [21, 47, 48, 100, 104, 126, 161, 182, 197, 200, 226] independently study this problem and propose various algorithms. However, these algorithms are not compared under the same experimental framework and it is
hard for practitioners to select appropriate algorithms. So how are these methods similar and dissimilar? Does there exist a best method, i.e., which can beat others consistently on various datasets?

Contributions in Solving Truth Inference Problem (Problem 1.3)

Given that there are lots of existing works that solve the truth inference problem, we provide a comprehensive survey and analyze thoroughly on existing truth inference algorithms. We find that all of them can be summarized into a unified framework, which captures the inherent relationships between each worker’s quality and each task’s truth. Intuitively, if we know each worker’s quality, then we will pay more (less) trust to the answer given by high (low) quality workers; on the other hand, if we know each task’s truth, then the worker will be assigned to a high (low) quality if the answer given by the worker is similar (dissimilar) to the truth. We also categorize existing methods in terms of task types, task modeling, worker modeling, and inference techniques. We conduct a comprehensive comparison of 17 existing representative methods [21, 47, 48, 100, 104, 118, 119, 126, 161, 182, 197, 200, 226], experimentally compare them on 5 real datasets with varying sizes and task types in real crowdsourcing platforms, make a deep analysis on the experimental results, and provide extensive experimental findings.

1.3.3 Using Task Assignment and Truth Inference in Complex Crowdsourcing Applications (Chapters 6 and 7)

Having discussed the problems related to the two components (Figure 1.3), in Chapters 6 and 7, we study how task assignment and truth inference can be combined in a unified framework, such that specific crowdsourcing applications can be benefited.

• Chapter 6 studies image tagging application, which asks workers to give la-
labels to an image. Note that existing crowdsourcing studies [92,127,199,211,222] focus mainly on single-label tasks, which require workers to select a single label (or choice), e.g., select one label from \{positive, neutral, negative\} in a sentiment analysis task. However, an object can have multiple labels. For example, in image tagging application, an image in Figure 1.8 has tree, sky, and mountain as labels. Moreover, there are other tagging applications, e.g., if we want to label movies, a movie Matrix can be labeled with action and sci-fi; similarly, a person Barack Obama can be labeled with president, lawyer, and politician. For these kinds of applications, we use multi-label tasks in crowdsourcing, i.e., workers can select more than one label from a set of given labels (or choices).

Although we can transform a multi-label task to several single-label tasks, this simple approach can generate many tasks, incurring a high cost and latency. For example, the multi-label task in Figure 1.8 is transformed to 10 single-label tasks, where each task inquiries about whether or not the image contains a certain label (e.g., tree). As reported in [51], compared with single-label tasks, multi-label tasks enable six times of improvement in terms of human computation time, without sacrificing much quality. Although some recent works [29,56,145,147,149,198] focus on solving multi-label tasks in crowdsourcing, this problem is not well addressed. Workers may have different characteris-
tics in multi-label tasks: a conservative worker would only select labels that the worker is certain of, while a venturous worker may select more labels. Thus it is a challenging problem to design specific task assignment and truth inference algorithms that can characterize workers’ behaviors in answering multi-label tasks.

Contributions in Solving Crowdsourced Image Tagging Application

To address it, we design specialized algorithms for the task assignment and truth inference to deal with multi-label tasks. Next we briefly introduce them, respectively.

1. **Online Task Assignment.** When a worker requests tasks, the component targets at instantly assigning $k$ tasks to the worker. A poor assignment may not only waste the budget and time, but also spoil the overall quality. We first measure the uncertainty of each task based on the collected answers, and then estimate how much uncertainty can be reduced if the task is really answered by the worker. Finally the $k$ tasks with the highest reduction in uncertainty will be assigned. As the worker’s answer to the task is unknown, to compute its reduction in uncertainty, all possible answers given by the worker should be considered, which is exponential (e.g., $2^\ell$ answers for $\ell$ labels). Moreover, to select $k$ tasks (say, out of $n$ tasks), we have to consider all $\binom{n}{k}$ combinations. To reduce the computational complexity, we prove a theorem, which computes the optimal assignment in linear time.

2. **Truth Inference.** When a worker submit answers, the component infers the truth (or correct labels) of each task based on all workers’ answers. We use a novel worker model, which can capture workers’ diverse characteristics in answering multi-label tasks. As the truth of each task is unknown, each worker’s model can only be estimated based on the collected answers. We conduct truth inference in an iterative approach, which can
jointly infer all tasks’ truth and workers’ models with the following principle: a worker that selects correct labels often will be considered to have a higher quality; meanwhile, a label that is selected by high quality workers for a task is likely to be a correct label for the task. We study how to speed-up the computation by designing an incremental approach. We also leverage the known label correlations to improve the truth inference, by integrating them into the inference method.

• Chapter 7 focuses on another application, i.e., question answering. In that application, often different tasks are associated with different domains, which we call “domain-aware tasks”. For example, Figure 1.9 illustrates three workers and two tasks. Suppose we have three domains: “Sports”, “Politics”, and “Entertainment”, then worker 1 (Michael Jordan) has high quality on Sports, and worker 3 (Leonardo DiCaprio) has high quality on Entertainment. For worker 2 (Donald Trump), he may have high qualities on both Politics and Entertainment. For the task in Figure 1.9, i.e., “Did Michael Jordan win more NBA championships than Kobe Bryant?”, it is more related to Sports compared to other domains. Intuitively, worker 1 should do better than other workers in the task since they have matching domains, thus the task should be more beneficial to be assigned
Note that a common drawback of existing solutions is that they often overlook the worker’s ability in different domains. As a matter of fact, workers have a variety of expertise, skills, and cultural backgrounds. However, there are a few challenges in exploiting the domain-aware workers and tasks. For example, how to define the domains? How to exploit the domains in workers and tasks? How to incorporate the domain-ware information in designing the intelligent truth inference and task assignment algorithms?

Contributions in Solving Crowdsourced Question Answering Application

To address it, we exploit domain-aware tasks and characterize the domain-aware task models and worker models, respectively. To be specific, we first compute the domain-aware model for each task (called “Domain Vector Estimation”) and incorporate the domain-aware task model and worker model to the design of the task assignment and truth inference component. Next, we briefly introduce them, respectively.

1. **Domain Vector Estimation.** This component is responsible for estimating the related domains of each task, based on the domain information in a KB. Specifically, an “entity-linking” algorithm [168] can be used, which extracts entities from the text description of each task. A domain vector is then computed for these entities, in order to capture how likely a task belongs to each domain mentioned in a KB.

2. **Online Task Assignment.** When a worker comes and requests new tasks, this component assigns tasks to her. A poor assignment may not only waste budget and time, but also hurt the quality of inference results which depend on workers’ answers. To judiciously assign tasks, the component makes decisions based on three factors: (1) the worker’s quality, (2) the domain vectors of tasks, and (3) how confident each task’s truth can be.
inferred from previously received answers. Intuitively, we assign a task to the worker if the task’s domains are the worker’s expertise and its truth cannot be confidently inferred. The assignment is done online, i.e., tasks will be assigned to the worker instantly.

3. **Truth Inference.** When a worker accomplishes tasks and submits answers, the component first stores the worker’s answers into database and then infers each task’s truth and each worker’s model based on two principles: (1) a worker’s answer is trusted, if she is a domain expert on her submitted tasks; and (2) a worker is a domain expert if she often correctly answers tasks related to that domain.

### 1.4 Software, Datasets, Videos

- **Software.** We have open-sourced the implementations of

- **Datasets.** We also maintained a list of public crowdsourcing datasets:

- **Videos.** We have given a tutorial related to crowdsourcing data management in SIGMOD’17 [117]. Thanks to SIGMOD Live, our video has been made public on youtube:
  (1) Part 1: [https://www.youtube.com/watch?v=-45JkIVYhvo](https://www.youtube.com/watch?v=-45JkIVYhvo).
  (2) Part 2: [https://www.youtube.com/watch?v=ADAp7XMGtJu](https://www.youtube.com/watch?v=ADAp7XMGtJu).
1.5 Thesis Organization

The rest of the thesis is organized as follows. Chapter 2 gives an overview of related workers in crowdsourced data management. As shown in Figure 1.4, task assignment and truth inference are two parallel important components in crowdsourcing. In task assignment, Chapters 3 and 4 focus on the task-based setting and the worker-based setting, respectively. In truth inference, Chapter 5 focuses on addressing the truth inference problem. Chapters 6 and 7 combine task assignment and truth inference in a unified framework, and apply to them to complex crowdsourcing applications. To be specific, Chapter 6 focuses on image tagging application, where multi-label tasks are leveraged to interact with workers; Chapter 7 focuses on question answering application, where domain-aware tasks are leveraged to interact with workers. Finally, Chapter 8 concludes and lists several future works.
Chapter 2

Related Works

2.1 Overview of Crowdsourced Data Management

Figure 2.1 shows an overview of crowdsourced data management. A requester submits tasks and collects the answers to these tasks by the workers. In the below sections, we first review related works that follow the bottom-up order, i.e., Crowdsourcing Platforms (Section 2.2), Task Design (Section 2.3), Crowdsourcing Fundamental Techniques (Section 2.4), Crowdsourced Operators (Section 2.5), and Crowdsourced Database Systems and Optimization (Section 2.6). Finally, we discuss the focus of the thesis (Section 2.7).

2.2 Crowdsourcing Platforms

There are some existing crowdsourcing platforms, e.g., Amazon Mechanical Turk (AMT) [1], CrowdFlower [5]. Each platform has different goals and provides different functionalities for requesters and workers. Next, we discuss each platform, respectively.

• **Amazon Mechanical Turk (AMT)** [1] is a widely used crowdsourcing platform. AMT focuses on micro-tasks, e.g., labeling an image. A requester can
group multiple micro-tasks as a Human Intelligence Task (HIT). The requester can also set some requirements, e.g., the price of a HIT, the time constraint for answering a HIT, the expiration time for a job to be available on AMT, and the qualification test. (1) A requester can build HITs from several different ways: the requester user interface, AMT Command Line Tools (CLT), and the AMT APIs. Moreover, requesters can also build their own server to manage the tasks and embed their tasks into AMT using innerHTML, which is called the “external-HIT” [7]. When a worker requires a task, AMT transforms the worker information to the requester’s server and then the requester can decide what tasks to assign to the server. When a worker submits an answer to AMT, AMT also delivers the answer to the requester. (2) A worker can browse HITs on AMT. Each HIT has some information, e.g., the description of the task, the price, the keywords, the qualification test if required, and the requester’s information. After a worker submits the answers of HITs to the platform, s/he can find the total earnings and the status of the submitted HITs on the platform.

- **CrowdFlower** [5] has similar functionalities with AMT, but they still have some differences. First, CrowdFlower has a quality-control component, and it
can also embed the tasks with known ground truth in all tasks, and block a worker if the worker answers poorly on the tasks. Second, besides publishing the tasks on its own platform, CrowdFlower also publishes the tasks on other platforms.

- **Other Crowdsourcing Platforms.** There are other crowdsourcing platforms. ChinaCrowd [3] is a multilingual crowdsourcing platform, which supports Chinese and English. Upwork [10] can support macro-tasks, e.g., developing a mobile application. gMission [37] is a spatial crowdsourcing platform that supports spatial tasks.

### 2.3 Task Design

There are two factors to consider in designing a task: the type of a task (task type) and the setting of a task (task setting).

- **Task Type.** There are several important task types that are widely used in real-world crowdsourcing platforms.

  1. **Decision-Making Task** [33, 126, 219]. Workers select Yes/No as the answer. For example, in fact checking, a task asks the truth w.r.t. the statement of a fact.

  2. **Single-Choice Task** [47, 92, 222]. Workers select a single answer from multiple options. For example, in sentiment analysis, given a review, it asks workers to select the sentiment of the review (options: Positive, Neutral, Negative).

  3. **Multi-Label Task** [29, 39, 109]. Workers select multiple answers from multiple options. For example, given a picture, workers select (multiple) labels from a set of given options that appear in the picture.

  4. **Clustering Task** [77, 136, 192]. Workers group a set of objects into several clusters. For example, in entity resolution, given several objects, the task is to create groups of objects that refer to the same entity.

  5. **Fill-in-blank Task** [69, 70]. Workers need to fill-in-blank for an object. For ex-
ample, given a professor, workers are asked to fill the university of the specified professor.

(6) Collection Task [179]. Workers need to collect information, e.g., collecting 100 US universities. Single/multiple choice tasks are closed-world tasks and the workers only need to select from given options, while fill/collection tasks are open-world tasks and the workers can provide any results.

- **Task Setting.** The requester also needs to determine some task settings based on his/her requirements. There are three main factors to be considered.

  (1) **Pricing / Incentive Design [75, 171].** The requester needs to price each task, usually varying from a few cents to several dollars. Note that pricing is a complex game-theoretic problem. Usually, high prices can attract more workers, thereby reducing the latency; but paying more does not always improve answer quality [67].

  (2) **Timing [82].** The requester can set time constraints for a task. For each task, the requester can set the time bound (e.g., 10 minutes) to answer it, and the worker must answer it within this time bound.

  (3) **Quality Control [92, 183].** The requester can select the quality-control techniques provided by the crowdsourcing platform, or design their own specific methods.

### 2.4 Crowdsourced Fundamental Techniques

As shown in Figure 2.2, there are three fundamental techniques in crowdsourcing, i.e., quality control, cost control and latency control. We review each one respectively, and finally discuss their trade-offs.


2.4.1 Quality Control

Crowdsourcing may yield relatively low-quality results, e.g., a malicious worker may intentionally give wrong answers, and a worker may have different levels of expertise. To achieve high quality, we need to tolerate errors and infer high-quality results from noisy answers. As discussed in Chapter 1, there are two important components in the crowdsourcing framework: (1) Task Assignment, i.e., assigning suitable tasks to appropriate workers; (2) Truth Inference, i.e., aggregating workers’ answers to infer the truth of each task. Quality control is mainly conducted in these two components.

• Task Assignment. There are two settings from the perspectives of tasks and workers: task-based setting and worker-based setting.

(1) In the task-based setting, when a worker comes, existing works [27, 63, 103, 127, 140, 222] study how to select the most informative tasks and assign them to the coming worker, to achieve high overall quality. They are interesting in selecting $k$ out of $n$ tasks and assigning them to the coming worker (Problem 1.1).
When a worker comes, [27,127] compute an uncertainty score for each task based on its collected answers, select the $k$ most uncertain tasks, and assign them to the worker. There are multiple ways to define the uncertainty. Liu et al. [127] use a quality-sensitive answering model to define each task’s uncertainty, and Boim et al. [27] leverage an entropy-like method to compute the uncertainty of each task. Recently, we [222] find that different crowdsourcing applications may have different ways to define quality. In their approach, a crowdsourcing application first specifies a quality metric (e.g., Accuracy, F-score) that it would like to optimize on its data. To meet the requirement, the assignment algorithm will decide which $k$ tasks should be assigned according to the specified metric. Specifically, for each combination of $k$ tasks, it computes how much quality will be improved if they are assigned to a coming worker, and selects the combination that can lead to the maximum improvement in quality. There are some other works [63, 177, 217, 218] that model workers to have diverse skills among different domains, and model tasks to be related to various domains, finally they assign to the coming worker with the tasks that have matching domains with the worker.

There are some works that study the task assignment problem in slightly different settings. Many machine learning algorithms [42, 66, 100, 142, 206, 224] aim to assign a set of tasks to workers that are most beneficial to their trained models. Budget allocation, which assumes that there is a fixed cost budget, aims to optimally allocate the budget to different tasks. Intuitively, difficult tasks should be allocated with higher budgets. Li et al. [120] focuses on addressing the budget allocation problem. Gao et al. [74] propose a cost-sensitive model to decide whether a task can be better solved by humans or machines. Mo et al. [141] study how to set the plurality (i.e., the number of workers to answer each task) under a fixed budget.

(2) In the worker-based setting, given a task and a set of workers (with known qualities), intuitively the workers with high qualities (or having matching skills
to the task) should be selected. In addition to these factors, *worker cost* is another key factor for the worker-based task assignment [33,219], which is the monetary cost that each worker requires to answer a task. The cost can be indicated by the worker, or learned from the worker’s profiles [33] (e.g., registration date, academic degree). Considering worker budget, Cao et al. [33] propose the Jury Selection Problem: *Given a task, a set of workers (with known qualities and costs) and an overall budget, how to select a subset of workers in order to maximize the task’s quality without exceeding the overall budget?* Note that as workers’ answers are unknown, to solve the problem, we need to consider all possible cases of workers’ answers. For example, given three workers’ qualities, we aim at computing the aggregated quality, called Jury Quality (JQ) of the three workers w.r.t. the Majority Voting strategy. As in this case the Majority Voting strategy returns a task’s result as the answer that receives at least 2 votes (out of all 3 votes), so in order to compute the JQ, i.e., the probability of correctly returning a result based on the three workers’ answers w.r.t. Majority Voting strategy, it can be computed as the probability that at least 2 workers (out of 3) correctly answer the task, by considering all $(\binom{3}{3} + \binom{3}{2})=4$ cases.

Cao et al. [33] propose an algorithm to compute JQ w.r.t. the Majority Voting strategy. The algorithm has a time complexity of $O(|S| \cdot \log |S|)$, where $S$ is the given set of workers. Recently, we [219] prove that Bayesian Voting is the optimal strategy under the definition of JQ. That is, given any fixed $S$, the JQ of $S$ w.r.t. the Bayesian Voting strategy is not lower than the JQ of $S$ w.r.t. any other strategy. So given a set of workers, its collective quality (or JQ) w.r.t. Bayesian Voting strategy is the highest among all voting strategies. [219] further proves that the computation of JQ w.r.t. the Bayesian Voting strategy is NP-hard. To reduce the computational complexity, they propose an $O(|S|^3)$ approximation algorithm, within 1% error bound. Based on JQ computation, both of the two works [33,219] give the solution to the Jury Selection Problem.

• **Truth Inference.** To infer the truth of each task, it is important to charac-
ize each worker’s quality \([48, 92, 100, 118, 197, 220]\). Some initial works \([48, 100]\) model each worker as a single value \(\in [0, 1]\) (called “worker probability”), capturing the probability that the worker will answer tasks correctly. An extension of worker probability model is to introduce the confidence interval \([98, 118]\) into the probability, which to some extent models the variance of a worker’s answering behavior. There are also works \([19, 126]\) that model each worker’s quality as a confusion matrix, which represents the worker’s ability in answering different labels, e.g., an optimistic worker tends to answer “positive” to a sentiment analysis task even if it holds “neutral” sentiment. Some recent works \([131, 197, 220]\) model the diverse skills of a worker, which captures the worker’s answering abilities for different domains. For example, a sports fan while paying no attention to politics might answer tasks related to sports more correctly compared with those related to politics.

In order to infer worker’s quality, there are three ways. (1) The first is to adopt qualification test, and when a worker comes, he/she is required to answer qualification test (containing tasks with known ground truth) before the worker can answer real tasks. Then based on the estimated quality of workers, we can eliminate/block the low-quality workers to answer tasks \([92, 134, 160]\). (2) The second is to use golden tasks, which mix tasks with ground truth into the tasks assigned to workers. Different from qualification test, workers do not know which are golden tasks, and they do not perform a test at their first come. The two approaches both require the ground truth of a subset of tasks to be known in advance. (3) The third computes each worker’s quality in an unsupervised manner, i.e., without requiring ground truth to be known \([48, 92, 118, 131, 197]\). The basic principle is two fold: the workers who have answered tasks correctly tend to have high qualities; the answers of tasks given by high quality workers tend to be the true answers. Following these two intuitive principles, existing works \([92, 126, 131, 197]\) often regard workers’ qualities and tasks’ truth as two sets of parameters, and follow an iterative approach to update them until convergence. Finally, not only workers’ qualities are computed, but
also each task’s truth is obtained. For the techniques, Majority voting directly computes the truth as the answer given by majority workers, and other methods adopt an iterative approach. Some of them design an optimization function with desired goals [118, 119, 226]; others adopt the probabilistic graphical model [47, 92, 131, 197]. We will summarize different factors of existing truth inference methods in Chapter 5. We list the task models (e.g., modeling the difficulty of tasks, the domains in tasks), the worker models as discussed above, and the techniques used.

2.4.2 Cost Control

The crowd is not free, and a large number of tasks would result in high costs. For example, in entity resolution, if there are 10K objects, there will be about 50M pairs. Even if the price per pair is $0.01, it still takes lots of money. Therefore, a big challenge for crowdsourced data management is cost control. That is, how to reduce human cost while still keeping good result quality.

There are several cost-control techniques. The first is “pruning”, which first uses computer algorithms to remove unnecessary tasks and then utilizes the crowd to answer only the useful ones [189,192,195,196,199]. The second is “task selection”, which prioritizes tasks with high benefits for crowdsourcing [62,76,102,150,154,186,199,209]. The third is “answer deduction”, which crowdsources a subset of tasks and based on the answers collected from the crowd, deduces the results of other tasks [15,79,99,189,195,196,212]. The fourth is “sampling”, which samples a subset of tasks to crowdsource [84,134,193]. There are also “miscellaneous” ways [134,179], which try to leverage well-designed task interfaces and pay-as-you-go approach to reduce costs. These cost-control techniques can also be used together. For example, we can first prune many tasks and then utilize the task-selection idea to select tasks. There are some specialized cost control techniques designed to optimize cost for a particular operator. For example, Marcus et al. [134] proposed a count-based user interface to reduce the number
of tasks required for crowdsourced count.

2.4.3 Latency Control

Crowd answers may incur excessive latency for several reasons. For example, workers may be distracted or unavailable, the tasks may not be appealing to enough workers, or the tasks might be difficult for most workers. If the requester has a time constraint, it is important to control latency. There are several strategies for latency control. The first is pricing [67, 75]. Usually a higher price attracts more workers and can reduce the latency. The second is latency modeling [165, 188]. There are mainly two latency models: the round model [165, 188] and the statistical model [67, 205]. The round model leverages the idea that tasks can be published in multiple rounds. If there are enough active workers on the crowdsourcing platform, the latency of answering tasks in each round can be regarded as constant time. Thus the overall latency is modeled as the number of rounds. The statistical model is also used to model latency, which leverages the collected statistics from previous crowdsourcing tasks to build statistical models that can capture the workers’ arrival time, the completion time, etc. These derived models can then be used to predict and perhaps adjust for expected latency.

2.4.4 Trade-Off

There is a trade-off among cost, quality, and latency. Firstly, the cost-control techniques may sacrifice the quality. For example, the answer deduction may reduce the quality if the crowd makes an error in their answers, and pruning can decrease the quality if some important tasks are pruned as discussed above. Thus, some studies study how to balance quality and cost [192, 195]. Secondly, there is also a trade-off between latency and cost. For example, in order to reduce cost, some cost-control techniques (e.g., answer detection) have to publish
tasks in multiple rounds. However, increasing the number of rounds will lead to long latency. Thirdly, the similar trade-off also exists between latency and quality. For example, to increase quality, task assignment assigns hard tasks to more workers and easy tasks to fewer workers. To achieve this goal, it needs to select tasks in multiple rounds to better understand the tasks. Thus, a large number of rounds can improve the quality but reduce the latency. To balance the trade-off among quality, cost, and latency, existing studies focus on different problem settings, e.g., optimizing the quality given a fixed cost, minimizing the cost with a little sacrifice of quality, reducing the latency given a fixed cost, etc.

2.5 Crowdsourced Operators

There are many crowdsourced operators proposed to enable real-world applications, e.g., Selection [148, 149, 165, 205], Join [35, 45, 76, 187, 189, 196, 199], Topk/Sort [46, 62, 136, 214], Max/Min [102, 184], Count [134], Collection [152, 179], CrowdFill [152], etc. Various techniques are adopted to optimize the operator’s trade-off among three factors: cost, quality and latency. To obtain high-quality results, different applications require to use different crowdsourced operators, which have operator-specific optimization goals over three factors: cost, quality and latency. Next, we discuss these operators, respectively.

- **CrowdSelection [148, 149, 165, 205]**. Given a set of items, crowdsourced selection identifies items that satisfy a set of constraints, e.g., selecting images that have both mountains and humans. Existing works can be classified into three categories: (1) Crowd Filtering [149] (or All-Selection) returns all items that satisfy the given constraints; (2) Crowd Find [165] (or k-Selection) returns k items that satisfy the given constraints; (3) Crowd Search [205] (or 1-Selection) returns only one item that satisfies the given constraints. They focus on finding the answers within a cost or latency constraint.

- **CrowdJoin [35, 76, 189, 196, 199]**. Join is a very important operator in rela-
tional database systems with different types, such as Cross-Join, Theta-Join, and Outer-Join. Existing crowdsourcing works mainly focus on Equi-Join. Given a table (or two tables), a crowdsourced Equi-Join is to find all record pairs in the table (or between two tables) that refer to the same entity. It is rather expensive to enumerate every pair to ask the crowd, and existing crowdsourcing works focus on designing user-friendly interfaces [192] or leveraging transitivity relations [195] to reduce the cost while keeping high quality.

- **CrowdSort/Topk [46, 62, 136, 214]**. Given a set of items which are comparable but are hard to be compared by machines, CrowdTopk (or Sort) aims to find top-$k$ items (or a ranking list) based on a certain criterion, e.g., ages of humans in the picture. The challenges include tolerating the comparison error and reducing the cost. Existing works propose heap-based methods [46] and hybrid solutions [136] to address the challenges.

- **CrowdMax (CrowdMin) [80, 102, 184]**. Crowdsourced Max [184] is a special case of CrowdTopk where $k = 1$, which finds the max item in a dataset, e.g., finding the most beautiful picture about Great Wall. The tournament algorithm was proposed to reduce the cost.

- **CrowdCount [134]**. Crowdsourced Count [134] is to count the number of items in a dataset that satisfy a given constraint, e.g., counting the number of birds in a picture. Existing works focuses on designing effective task types and devising unbiased sampling estimator.

- **CrowdCollection [179]**. Different from the above-mentioned query operators which perform queries on a given set of known items, CrowdCollect [179] tries to collect the unknown items from the crowd, e.g., enumerating the top-100 universities in US. It focuses on improving the coverage of the collected items and the challenge is to decide whether the collected items are complete.

- **CrowdFill [152]**. Similar to CrowdCollect, CrowdFill also tries to collect the unknown items from the crowd. However, CrowdFill [152] focuses on asking the crowd to fill the cells in a table. For example, given a table that shows the
statistics of football players, it asks workers to fill in the missing cells (e.g., the
group of Lionel Messi). It focuses on achieving high quality, without requiring
too much cost and causing latency.

Note that existing works also study other specific crowdsourced queries,
e.g., Categorize [150], Aggregation [84,134], Skyline [78,128,129], Planning [99,
130,174,175,212], Schema Matching [64,90,144,211], Mining [15–18], and Spatial
Crowdsourcing [12,101,156,175,212].

2.6 Crowdsourced Database Systems and Optimization

Several crowdsourcing database systems [65,70,115,137,151] have been
proposed to encapsulate the process of interacting with the crowdsourcing plat-
forms. The basic workflow of query processing consists of query parsing, query
plan generation, optimization, and execution. Given a query, a parser is first ap-
plied and multiple plans can be generated. Then the query optimizer selects the
best query plan, and finally executes the plan. Existing crowdsourcing database
systems focus on query modeling, query operators, and query optimization
techniques. Next we discuss different existing crowdsourced optimization tech-
niques.

• CrowdDB [70] extends SQL and defines a new query language, called Crowd-
SQL, to define which table or attribute should be crowdsourced. In query pro-
cessing, CrowdDB introduces three crowd operators: CrowdProbe (collect miss-
ing information of attributes or new tuples), CrowdJoin (a nested-loop join over
two tables), and CrowdCompare (comparison between two elements). CrowdDB
proposes rule-based optimization techniques for processing queries with mul-
tiple operators.

• Qurk [137] uses an SQL-based query language with user-defined functions
(UDFs) to enable crowdsourced data management. To facilitate users to imple-
ment the UDFs, Qurk has several pre-defined task templates that can generate
the UIs for posting different kinds of tasks to the crowd. In query processing, Qurk focuses on implementing join and sort. It implements a block nested loop join and crowdsources the tuples which satisfy join conditions. For sort, it implements comparison-based approaches to execute sort. To further accelerate query processing, it has two important components for cost optimization: task cache and task model. Task cache maintains the crowdsourced answers from previous tasks, while task model trains a model to predict the results for the tasks based on the data that are already collected from the crowd. It uses cost-based optimization to select a good query plan.

• **Deco [151]** separates the user view and system view. The logical relations are specified by a schema designer and queried by an end-user. Raw schema is stored in the RDBMS and it is invisible to the schema designer and users. Deco focuses on crowdsourcing missing values or new tuples based on the defined fetch rules, e.g., Deco specifies resolution rules such as de-duplication and majority voting to resolve inconsistencies in the collected data. Deco also supports other operators, such as Dependent Left Outer Join, Filter and Scan. In query optimization, to find the best query plan with the minimum cost, it considers both cost estimation and optimal query generation. For cost estimation, it proposes an iterative approach to estimate the cost for a query plan. For optimal query plan generation, it enumerates all possible query plans and selects the best query plan with the least estimated cost.

### 2.7 Focus of the Thesis

As introduced in Chapter 1, the focus of the thesis is mainly on the quality control, which is one of the most fundamental techniques in designing the crowdsourcing applications. Since workers may yield relatively low-quality answers, in order to achieve high quality, it is important to tolerate errors and infer high-quality results from noisy answers. We mainly focus on task assignment
(Chapters 3 and 4) and truth inference (Chapter 5) in the crowdsourcing framework, and study how to combine them together in complex applications, i.e., image tagging (Chapter 6) and question answering (Chapter 7). The design of crowdsourced operators and optimization can definitely benefit from the techniques in task assignment and truth inference, and it will be an interesting and open problem of how to design the applications by integrating the consideration of quality, cost and latency in a unified approach, which we will study as a future work.
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Chapter 3

Quality-Aware Online Task Assignment

3.1 Introduction

Crowdsourcing solutions have been proposed to solve problems that are often considered to be hard for computers (e.g., entity resolution [192, 199] and sentiment analysis [127]). Consider the entity resolution problem, where objects in a database referring to the same real-world entity are to be identified. For instance, in a product review database, it is useful to collect all the users’ comments about a particular product, which may be named differently by various users (e.g., iPad Two and iPad 2). To perform this task, crowdsourcing techniques have been developed to generate human understandable tasks (e.g., Are iPad Two and iPad 2 the same or not?) for the database owner (or requester) [192]. These tasks, packed into Human Intelligent Tasks (HITs), are posted on a crowdsourcing platform (e.g., Amazon Mechanical Turk (AMT)). Internet users (or workers) are then invited to answer these tasks, based on which the final result is returned to the requester.

In AMT, every HIT contains a certain number ($k$) of tasks. Because a worker
may give an incorrect answer, a HIT is assigned to a number ($z$) of workers. The result of each task is then derived based on voting strategies (e.g., Majority Vote). Upon completion of a HIT, the requester may pay a certain amount of money to the worker. A fundamental issue, which we call task assignment (in the worker-based setting), is: Given a pool of $n$ tasks, which of the $k$ tasks should be selected and put to the HIT for the coming worker? In AMT, this issue is usually addressed in an offline manner: the tasks assigned to all HITs were decided before they are shown to the workers. As pointed out in [27, 127], the main drawback of this approach is that the difficulty level of a task is not considered: for an “easy” task, its final result can be determined even if the current number of answers received from workers is less than $z$, whereas a more difficult or controversial task may require answers from more than $z$ workers. Notice that a requester may only have a limited amount of budget to pay the workers. It is thus important to decide the task(s) to be included in a HIT, in order to obtain the best answers under the limited budget. Recent solutions, such as CDAS [127] and AskIt! [27], address this problem through online assignment strategies – the HIT is generated dynamically when requested by a worker, i.e., the $k$ tasks are chosen for the HIT “on the fly”. The statistical confidence of the answers obtained so far for each task is tracked, and tasks whose answers are the least confident are put to the HIT. Thus, the number of times each task is asked can be different. These methods were shown to perform better than the AMT’s approach.

However, existing online assignment strategies overlook an important factor – the applications that use the crowdsourced data. Depending on the application semantics, the metric used to gauge the quality of crowdsourced data can be different. In Twitter Sentiment Analysis, for instance, workers are invited to give their sentiments (e.g., “positive”, “neutral” or “negative”) for each crawled tweet [127]. The Accuracy metric, which is the fraction of returned tweets correctly classified, is often used to measure the quality of the sentiment labels [85, 92, 127, 161]. As for entity resolution [192, 199], which asks a worker to judge
whether a pair of objects is “equal” or “non-equal”, F-score [96, 132, 133, 192, 195] is often adopted to measure the quality of the entity-resolution results. As our experiments show, considering evaluation metrics in the task assignment process can significantly improve the quality of the crowdsourced results.

**Our solutions.** In this chapter, we propose a novel online task assignment framework, which takes application-driven evaluation metrics into account. We investigate two popular evaluation metrics, i.e., Accuracy and F-score, that are widely used by various crowdsourcing applications [85, 92, 127, 161, 192, 195]. Conceptually, our algorithm enumerates all sets of \( k \) tasks. For every set of \( k \) tasks, our solution estimates the improvement in the quality of the answers, if these tasks are really sent to the coming worker. The set of \( k \) tasks that maximizes the quality improvement will constitute the new HIT. To realize this, we have to address two key issues:

- **Lack of ground truth.** Evaluation metrics, such as Accuracy and F-score, assume that each task’s ground truth (or true answer) is known. However, during the task assignment process, it may not be possible to know the ground truth of a task. Thus, existing evaluation metrics are not readily used to solve the task assignment problem. We represent the possible true answer of a task by the distribution matrix, which captures the probability distributions of true answers. We study how to populate this matrix with two models, namely Worker Probability (WP) [80, 100, 127, 211] and Confusion Matrix (CM) [19, 92, 200] that are commonly used to describe the performance of workers. We further incorporate the distribution matrix into Accuracy and F-score, resulting correspondingly in the proposed two functions: Accuracy* and F-score*.

- **Expensive evaluation.** Finding the best solution for the task assignment problem can be extremely expensive. Given a pool of \( n \) tasks, there are \( \binom{n}{k} \) sets of candidate tasks for a HIT. Moreover, due to the incorporation of the distribution matrix, measuring the quality of the distribution matrix under Accuracy* or F-score* can be expensive. We explore efficient algorithms for quality mea-
surement. We also propose two respective linear-time algorithms to find the best set of tasks for assignment.

We have developed a system called QASCA. As shown in Figure 3.1, QASCA is run on top of a crowdsourcing platform (e.g., AMT). The App Manager stores the $n$ tasks and other information (e.g., budget) needed by the strategies. The Task Assignment runs the strategies and decides the $k$ tasks to be included in the HIT. The Web Server then sends the HIT to the workers. The workers’ answers are then stored in the Database through the Web Server, and the derived results are sent back to the requester.

To summarize, we make the following contributions:

(1) We propose a novel task assignment framework by incorporating evaluation metrics into assignment strategies, and formalize the online task assignment problem under the proposed framework;

(2) We generalize the definition of evaluation metrics to be able to quantify the result quality w.r.t. a distribution matrix, and devise efficient algorithms to identify the optimal result of each task that can maximize the overall quality;
(3) We propose two respective linear online assignment algorithms that can efficiently select the best $k$ tasks for a coming worker;

(4) We develop a system called QASCA (http://i.cs.hku.hk/~ydzheng2/QASCA), which enables a popular crowdsourcing platform (i.e., AMT) to support our task assignment framework. We evaluate the performance of QASCA on five real applications. Experimental results indicate that QASCA can achieve much better (of more than 8% improvement) result quality compared with five state-of-the-art systems.

The remainder of this chapter is organized as follows. Section 3.2 introduces the architecture. Section 3.3 defines the task assignment problem. We define Accuracy$^*$ and F-score$^*$, and explain how to evaluate them in Section 3.4. Efficient online assignment algorithms are devised in Section 3.5. Section 3.6 addresses how to compute distribution matrices. We present our experimental results in Section 3.7. Section 3.8 discusses related works. Finally, we present conclusions and future work in Section 3.9.

### 3.2 QASCA Architecture

QASCA contains four components, namely APP Manager, Web Server, Task Assignment and Database component in all. To deploy an application, a requester has to configure the three files in APP Manager. We first introduce the four components, and then show how to deploy an entity resolution application in QASCA.

**APP Manager:** To deploy $n$ tasks in QASCA, the requester first needs to create an application folder in APP Manager, which consists of three files: (1) Task File is a JSON-format file which stores the set of $n$ tasks and their possible labels; (2) UI Template File is used to render $k$ tasks as a user understandable HIT in HTML templates; (3) Configuration File contains all required information about the application, including the number of tasks in each HIT ($k$), the amount of
money paid for each HIT ($b$), the total budget ($B$), and the evaluation metric.

**Web Server:** Web Server processes the requests from workers in crowdsourcing platform (AMT). If a worker requests a HIT, Web Server calls Task Assignment, which dynamically generates a HIT and assigns it to the worker; if a worker completes a HIT, Web Server updates the answer set $D$ and parameters (including prior and worker model) in Database.

**Task Assignment:** Task Assignment is the core component in QASCA. When a worker requests a HIT through Web Server, based on the task model and the worker model stored in Database, Task Assignment identifies $k$ tasks for the worker by considering the evaluation metric specified in APP Manager. Then it dynamically creates a HIT consisting of the identified $k$ tasks, and assigns the HIT to the worker via Web Server. The online task assignment problem is formally defined in Section 3.3.

**Database:** Database is the component that stores tables containing task and worker model. When a worker requests a HIT through Web Server, tables are queried by Task Assignment; when a worker completes a HIT, tables are updated by Web Server. After all HITs are completed, Database returns the result of each task based on the task model and the evaluation metric.

Suppose a requester wants to deploy an entity resolution application on QASCA and the application has generated $n = 1000$ tasks where each task has the labels $L_1 =$ “equal” and $L_2 =$ “non-equal”. The requester first creates an application folder in the APP Manager component. In the created folder, the requester (1) deploys the tasks as JSON-format in the tasks File, (2) specifies the HTML template in the UI Template File, (3) indicates in the Configuration File that each HIT contains $k = 10$ tasks and is paid $b = \$0.02$, and the total invested budget is $B = \$7$, and the evaluation metric is set as $F$-score for “equal” with $\alpha=0.5$.

When a worker requests a HIT, Web Server acquires worker-id from AMT
and passes it to Task Assignment, which identifies $k = 10$ tasks based on the specified evaluation metric (F-score for “equal” with $\alpha = 0.5$) in APP Manager, and returns a HIT containing the identified tasks to the worker. When a worker completes a HIT, Web Server updates the answer set and parameters.

The total number of HITs is denoted as $m = B/b = 350$. After obtaining the answers of all $m = 350$ HITs, QASCA terminates and returns the derived result for each task based on considering the task model (stored in Database) and the evaluation metric (F-score for “equal” with $\alpha = 0.5$).

### 3.3 The Task Assignment Problem

We first discuss the task model in Section 3.3.1, and then formally define the task assignment problem in Section 3.3.2. Finally we explain the workflow of QASCA in Section 3.3.3.

#### 3.3.1 Task Model

Let $S = \{q_1, q_2, \ldots, q_n\}$ denote the set of tasks provided by a requester and each task has the same $\ell$ possible labels (or answers), denoted by $\{L_1, L_2, \ldots, L_\ell\}$. For example, the two labels for all generated tasks in an entity resolution application [195] are $\{L_1 = “equal”, L_2 = “non-equal”\}$. Let $D = \{D_1, D_2, \ldots, D_n\}$ denote the answer set for all tasks. Each $D_i$ contains a set of tuples where each tuple $(w, j)$ denotes that task $q_i$ has been answered by worker $w$ with label $L_j$. For example, $D_2 = \{(w_1, 1), (w_3, 2)\}$ means that task $q_2$ is answered twice: worker $w_1$ has answered task $q_2$ with label $L_1$ and worker $w_3$ has answered task $q_2$ with label $L_2$.

When worker $w$ completes a HIT, for each task $q_i$ ($1 \leq i \leq n$), we can compute the probability distribution of task $q_i$’s true label. The probability distributions of all tasks form the task model, called current distribution matrix, denoted by $Q^c$, which is an $n \times \ell$ matrix. The $i$-th ($1 \leq i \leq n$) row
$Q_i^c = \left[ Q_{i,1}^c, Q_{i,2}^c, \ldots, Q_{i,\ell}^c \right]$ represents the probability distribution for task $q_i$’s true label, and each cell $Q_{i,j}^c (1 \leq i \leq n, 1 \leq j \leq \ell)$ denotes the probability that task $q_i$’s true label is $L_j$. We will discuss how to compute $Q^c$ in Section 3.6.1.

Remarks: For ease of presentation, we assume that (1) the labels are pre-defined, and are the same for all tasks; (2) each task’s ground truth is a single label. These assumptions can be relaxed. First, if labels are not pre-defined, [179] addresses how to enumerate possible labels for tasks. Second, if each task has multiple true labels, we can follow [149] to decompose each task into $\ell$ filter tasks, where each filter task is to decide whether the original task satisfies a corresponding label or not. To handle a domain with continuous values, we can adopt the bunching method [121], which discretizes the domain into different buckets, where each bucket indicates a specific label.

3.3.2 Task Assignment

Note that a worker may request multiple HITs, so we keep track of the history of previously assigned tasks. Let $S^w$ denote the candidate set of tasks for worker $w$, i.e., the set of tasks that have not been assigned to worker $w$ (each worker has her unique $S^w$). QASCA will not assign duplicated tasks to the same worker. When worker $w$ requests a HIT, it selects $k$ tasks in $S^w$ and assigns them to her. To select tasks for worker $w$, QASCA first estimates the probability distribution of each task $q_i$’s ($q_i \in S^w$) true label if worker $w$ answers it. The estimated probability distributions of all tasks in $S^w$ form an $n \times \ell$ matrix $Q^w$, called estimated distribution matrix for worker $w$. The $i$-th ($q_i \in S^w$) row $Q_i^w = \left[ Q_{i,1}^w, Q_{i,2}^w, \ldots, Q_{i,\ell}^w \right]$ represents the estimated probability distribution for task $q_i$’s true label if it is answered by worker $w$. Each cell $Q_{i,j}^w (q_i \in S^w, 1 \leq j \leq \ell)$ denotes the estimated probability that task $q_i$’s true label is $L_j$ if it is answered by worker $w$. Note that row $i$ (or $Q_i^w$) is empty when $q_i \notin S^w$. We will discuss how to compute $Q^w$ in Section 3.6.3.

Let the vector $X = [x_1, x_2, \ldots, x_n]$ denote an assignment of HIT, where each
element $x_i = 1 \ (0)$ indicates that the task $q_i$ will (not) be chosen to assign for the coming worker. When worker $w$ comes, based on $S^w$, we define $X$ as a feasible assignment if it satisfies (1) $\sum_{i=1}^n x_i = k$, and (2) if $x_i = 1$, then $q_i \in S^w$. There are $k$ tasks in a HIT and we can only assign tasks in $S^w$ to worker $w$. Thus the number of feasible $X$ is $^{|S^w|}_k \leq ^n_k$.

Given $Q^c$, $Q^w$, and a feasible $X$, we construct a matrix $Q^X$ called assignment distribution matrix for $X$. The $i$-th row, $Q^X_i$, is the (estimated) probability distribution of task $q_i$ if worker $w$ answers all the assigned tasks in $X$. We can construct $Q^X$ using $Q^c$ and $Q^w$: for an unassigned task $q_i$ in $X$ (or $x_i = 0$), its distribution ($Q^c_i$) remains to be $Q^c_i$; for an assigned task $q_i$ in $X$ (or $x_i = 1$), its distribution ($Q^w_i$) is estimated to be $Q^w_i$, thus

$$Q^X_i = \begin{cases} Q^c_i & \text{if } x_i = 0, \\ Q^w_i & \text{if } x_i = 1. \end{cases} \quad (3.1)$$

Let $F(\cdot)$ be an evaluation metric, which is used to evaluate the quality of a distribution matrix. When worker $w$ requests a HIT, there are $^{|S^w|}_k$ feasible $X$, and the problem is to choose the optimal feasible $X^*$ that maximizes $F(Q^X)$. (Note that in the extreme case that $|S^w| < k$, we just have to assign the candidates tasks $S^w$ to worker $w$.) We formally define the (online) task assignment problem in Definition 3.1.

**Definition 3.1.** When a worker $w$ requests a HIT, given the current distribution matrix ($Q^c$), the estimated distribution matrix for the worker $w$ ($Q^w$), and the function $F(\cdot)$, the problem of task assignment for the worker $w$ is to find the optimal feasible assignment vector $X^*$ such that $X^* = \arg\max_X F(Q^X)$.

### 3.3.3 The Workflow of QASCA

To deploy an application, a requester needs to set $n$ tasks with $\ell$ labels and she should also indicate the number of tasks in each HIT ($k$), the amount of money paid for each HIT ($b$), the total invested budget ($B$) and the evaluation
metric. In [87, 93], the issues of setting appropriate values of $k$ and $b$ are discussed. The evaluation metric (e.g., *Accuracy* and *F-score*), which depends on the application semantics, will be addressed in Section 3.4.

There are two events from workers that QASCA should process: the event when a worker completes a HIT (called “HIT completion”) and the event when a worker requests a HIT (called “HIT request”). Based on the workflow in Figure 3.2, we give an example (Example 1) to show how QASCA processes these two events.

**Example 1.** The solid (red) lines and the dotted (blue) lines in Figure 3.2 represent how QASCA processes a HIT completion event and a HIT request event, respectively:

1. when a worker $w$ completes a HIT (HIT completion process), QASCA does several updates in the database: it first updates the answer set $D$\(^2\) (step A), and then based on the new $D$, it updates some parameters such as workers’ qualities (step B). Finally it uses these new parameters to update $Q^c$ (step C);

2. when a worker $w$ requests a HIT (HIT request process), suppose $S = \{q_1, q_2, q_3, q_4, q_5, q_6\}$, and each HIT contains $k = 2$ tasks. QASCA first extracts $Q^c$ (step 1) and parameters from database to compute $Q^{wo}$ for worker $w$ (step 2). Assume worker $w$ has answered $q_3$ and $q_5$ previously, now the candidate set of tasks for her is

\(^2\)Note that the answer set $D$ is continuously updated. That is, in the HIT request process, the current $D$ is used to decide which tasks should be assigned; while in the HIT completion process, QASCA updates $D$ based on worker’s answers.
$S^w = \{q_1, q_2, q_4, q_6\}$. Since $|S^w| = 4$ and $k = 2$, there are $\binom{4}{2} = 6$ feasible assignments for worker $w$ (step 3). Consider the first feasible assignment $X_1 = [1, 1, 0, 0, 0, 0]$, which assigns $q_1$ and $q_2$ to worker $w$. We construct $Q^{X_1}$ by Equation 3.1, so $Q_i^{X_1} = Q_i^w$ for $i = 1, 2$ and $Q_i^{X_1} = Q_i^c$ for $i = 3, 4, 5, 6$. Similarly, we can construct $Q^{X_2}, Q^{X_3}, Q^{X_4}, Q^{X_5}, Q^{X_6}$ for other feasible assignments. Based on the chosen function $F(\cdot)$ (Accuracy or F-score), assume that $F(Q_i^{X_i})$ (1 ≤ $i$ ≤ 6) is maximized on $Q_i^{X_6}$ (step 4) and since $X_6 = [0, 0, 0, 1, 0, 1]$, QASCA batches tasks $\{q_4, q_6\}$ in a HIT and assigns it to worker $w$ (step 5).

To help readers better understand our chapter, we summarize notations in Table 3.1. There are three challenges in Figure 3.2. Firstly, how can we define $F(\cdot)$ for different evaluation metrics; secondly, given $Q^c$, $Q^w$ and $F(\cdot)$, how can we efficiently compute the optimal assignment in Definition 3.1 (step 4); thirdly, how can we compute $Q^c$ when a HIT is completed (step C) and estimate $Q^w$ for worker $w$ when a HIT is requested (step 2). We respectively address these challenges in the following three sections.

### 3.4 Evaluating Quality Metrics

In this section, we study the two popular evaluation metrics (Accuracy and F-score) in Sections 3.4.1 and 3.4.2, respectively. For each evaluation metric, we first introduce its original definition assuming the known ground truth, then we study its variants by incorporating a distribution matrix $Q$. Finally we define $F(\cdot)$ by discussing how to evaluate the quality of $Q$ w.r.t. an evaluation metric.

We first clarify some notations. We denote the result vector by $R = [r_1, r_2, \ldots, r_n]$, where $1 \leq r_i \leq \ell$ and $L_{r_i}$ is the returned label (or result) for $q_i$. We also denote the ground truth vector by $T = [t_1, t_2, \ldots, t_n]$, where $1 \leq t_i \leq \ell$ and $L_{t_i}$ is the ground truth label for $q_i$. The formal definition of function Accuracy or F-score is $F(T, R)$, which evaluates the quality of $R$ based on known $T$. In task assignment scenarios, the ground truth vector $T$ is unknown, but we can obtain
Table 3.1: Notations Used in Chapter 3.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(q_i)</td>
<td>The (i)-th task (1 ≤ (i) ≤ (n))</td>
</tr>
<tr>
<td>(L_j)</td>
<td>The (j)-th label (1 ≤ (j) ≤ (\ell))</td>
</tr>
<tr>
<td>(t_i)</td>
<td>The index of true label for (q_i) (1 ≤ (i) ≤ (n)), 1 ≤ (t_i) ≤ (\ell)</td>
</tr>
<tr>
<td>(D_i)</td>
<td>Answer set for task (q_i) (1 ≤ (i) ≤ (n))</td>
</tr>
<tr>
<td>(S)</td>
<td>tasks set: (S = {q_1, q_2, \ldots, q_n})</td>
</tr>
<tr>
<td>(D)</td>
<td>Answer set for all tasks: (D = {D_1, D_2, \ldots, D_n})</td>
</tr>
<tr>
<td>(Q^c)</td>
<td>Current distribution matrix (size (n \times \ell) matrix)</td>
</tr>
</tbody>
</table>

**Task Assignment**

| \(k\) | The number of tasks per HIT |
| \(S^w\) | Candidate tasks set for worker \(w\) |
| \(Q^w\) | Estimated distribution matrix for worker \(w\) (size \(n \times \ell\) matrix) |
| \(X\) | Assignment vector (1 × \(n\)), where each element \(x_i = \{0, 1\}\) |
| \(Q^x\) | Assignment distribution matrix for \(X\) (size \(n \times \ell\) matrix) |
| \(R\) | Result vector (1 × \(n\)), where each element 1 ≤ \(r_i\) ≤ \(\ell\) |
| \(a^w_i\) | The index of answered label by worker \(w\) for \(q_i\) |

**Parameters**

| \(m^w\) | Worker Probability (WP) for worker \(w\) |
| \(M^{w^2}\) | Confusion Matrix (CM) for worker \(w\) (size \(\ell \times \ell\) matrix) |
| \(p_j\) | Prior probability for label \(L_j\) (1 ≤ \(j\) ≤ \(\ell\)) |

A distribution matrix \(Q\) based on the crowd’s answers. Thus, we generalize the evaluation metrics to be able to quantify the quality of result vector \(R\) (called “result quality”) w.r.t the distribution matrix \(Q\), i.e., \(F^*(Q, R)\). Since given a distribution matrix \(Q\), the requesters want the best results \(R^* = \arg\max_R F^*(Q, R)\) to be returned. So in order to evaluate the quality of \(Q\), we consider the choice of \(R^*\) and use the best quality that \(Q\) can reach to evaluate the quality of \(Q\), i.e., \(F(Q) = \max_R F^*(Q, R) = F^*(Q, R^*)\).

### 3.4.1 Accuracy

Accuracy is an evaluation metric used by many crowdsourcing applications [44, 91, 92, 127, 161]. It aims to measure the overall classification quality...
among all labels. For example, in a sentiment analysis application, if a requester focuses on the overall quality among all three labels (i.e., “positive”, “neutral” and “negative”), Accuracy can be used as the evaluation metric. It is defined as the fraction of returned labels that are correct. Let \( I \) denote an indicator function which returns 1 if its argument is true; 0, otherwise. For example, \( I_{5=2} = 0 \) and \( I_{5=5} = 1 \). Then we derive

\[
\text{Accuracy}(T, R) = \frac{\sum_{i=1}^{n} I_{t_i=r_i}}{n}. \tag{3.2}
\]

Consider an example where \( n = 4, \ell = 3, T = [2, 1, 3, 2] \) and \( R = [2, 1, 3, 1] \). Since it correctly identifies the labels of the 1st, 2nd, and 3rd tasks, we have \( \text{Accuracy}(T, R) = \frac{3}{4} = 0.75 \).

**Accuracy**

As shown above, the definition of \( \text{Accuracy}(T, R) \) requires to know the ground truth \( T \). In practice, however, we only have the distribution matrix \( Q \), which records the probability distribution of each task’s true label. Therefore, we use the expected accuracy to measure the result quality. Since \( Q_i \) (the \( i \)-th row of \( Q \)) represents the probability distribution of task \( q_i \)’s true label, then we have \( P(t_i = j) = Q_{ij} \) and \( \mathbb{E}[I_{t_i=r_i}] = P(t_i = j) \cdot 1 + P(t_i \neq j) \cdot 0 = Q_{ij} \). Thus \( \text{Accuracy}^*(Q, R) \) is defined as

\[
\text{Accuracy}^*(Q, R) = \mathbb{E}[\text{Accuracy}(T, R)] = \frac{\sum_{i=1}^{n} Q_{ir_i}}{n}. \tag{3.3}
\]

Note that the assumptions made here are that the distribution matrix \( Q \) can be known in advance. In general, many existing truth inference works (see [221], or Chapter 5) have focused on computing the matrix \( Q \). Basically it leverages the inherent relationships between each worker’s quality and each task’s truth, and iteratively derives the two sets of parameters. Then for each task, it considers the answers given by workers and finally derives such \( Q \).
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Specifically, Accuracy\(^*\)\((Q, R)\) represents the expected number of correctly answered tasks out of all tasks. For example, consider the distribution matrix \(Q^c\) in Figure 3.2. Given a result vector of \(R = [1, 2, 2, 1, 1, 1]\), its accuracy (w.r.t \(Q^c\)) is defined as Accuracy\(^*\)\((Q^c, R) = \frac{0.8 + 0.4 + 0.75 + 0.5 + 0.9 + 0.3}{6} = 60.83\%\).

Identify the Optimal Result for Accuracy\(^*\)

In order to measure the quality of a distribution matrix \(Q\), we need to determine the optimal result vector \(R^*\) that maximizes Accuracy\(^*\)\((Q, R)\), i.e., \(R^* = \text{argmax}_R \text{Accuracy}^*\((Q, R)\). To compute \(R^*\), an intuitive idea is to return the most likely label for each task, i.e., \(R^* = [r_1^*, r_2^*, \ldots, r_n^*]\) where \(r_i^* = \text{argmax}_j Q_{i,j}\). We next prove that the idea is correct in Theorem 3.1.

**Theorem 3.1.** For Accuracy\(^*\), the optimal result \(r_i^* (1 \leq i \leq n)\) of a task \(q_i\) is the label with the highest probability, i.e., \(r_i^* = \text{argmax}_j Q_{i,j}\).

**Proof.** We prove the theorem by proof of contradiction. Suppose the theorem does not hold. Then in the optimal result vector \(R^* = [r_1^*, r_2^*, \ldots, r_n^*]\), there exists an index \(t (1 \leq t \leq n)\), such that \(r_t^* \neq \text{argmax}_j Q_{t,j}\). So we can construct a result vector \(R' = [r_1', r_2', \ldots, r_n']\) where \(r_i' = \text{argmax}_j Q_{i,j}\) and \(r_i' = r_i^*\) for \(i \neq t\). Then we have Accuracy\(^*\)\((Q, R') - \text{Accuracy}^*\((Q, R^*) = (Q_{t,t'} - Q_{t,r_t^*})/n > 0\), which contradicts that \(R^*\) is the optimal result vector. Thus the theorem is correct.

Based on Theorem 3.1, we know that for Accuracy\(^*\), the optimal result of a task \(q_i\) only depends on its own distribution \(Q_i\). Take \(Q^c\) in Figure 3.2 as an example. Consider the first task. Since \(Q^c_{1,1} (0.8) > Q^c_{1,2} (0.2)\), the optimal result for \(q_1\) is \(r_1^* = 1\). Similarly we can derive the optimal result vector \(R^*\) for all tasks, i.e., \(R^* = [1, 1, 2, 1, 1, 2]\) (or \([1, 1, 2, 2, 1, 2]\) as \(Q^c_{i,1} = Q^c_{i,2}\)). Thus the quality of \(Q^c\) for the metric Accuracy, is measured as \(F(Q^c) = \text{Accuracy}^*\((Q^c, R^*) = 70.83\%\).

For Accuracy, the definition (Equation 5.3) and the optimal result selection (Theorem 3.1) are not very difficult. But for F-score, these problems become more challenging.
3.4.2 F-score

In applications such as text classification [42], sentiment analysis [132, 133], entity resolution [192, 195, 199] and fact finding [155, 215], a requester may only be interested in a particular label (which we call target label). In this situation, a task can be simplified as a two-label task (i.e., \( \ell = 2 \)), where the two labels are the “target label” and “non-target label”, denoted by \( L_1 \) and \( L_2 \), respectively. For example, in an sentiment analysis application, if the requester wants to pick out the “positive” sentiment tweets with a high confidence, then each task is to identify whether a sentence’s sentiment is \( L_1 \)="positive" or \( L_2 \)="non-positive".

The F-score, introduced in [181], can be used to capture the quality of answers to the two-label tasks above. This measure (F-score) is formally defined as the weighted harmonic mean of two commonly known metrics, namely Precision and Recall:

\[
F\text{-score} = \frac{1}{\alpha \cdot \text{Precision} + (1 - \alpha) \cdot \text{Recall}}, 
\]

(3.4)

where

(1) Precision is the faction of tasks with returned results \( L_1 \) that are actually correct, i.e.,

\[
\text{Precision}(T, R) = \frac{\sum_{i=1}^{n} \mathbb{1}_{\{t_i = 1\}} \cdot \mathbb{1}_{\{r_i = 1\}}}{\sum_{i=1}^{n} \mathbb{1}_{\{t_i = 1\}}}; 
\]

(3.5)

(2) Recall is the fraction of tasks with ground truth \( L_1 \) that are actually returned with results \( L_1 \), i.e.,

\[
\text{Recall}(T, R) = \frac{\sum_{i=1}^{n} \mathbb{1}_{\{t_i = 1\}} \cdot \mathbb{1}_{\{r_i = 1\}}}{\sum_{i=1}^{n} \mathbb{1}_{\{t_i = 1\}}}; 
\]

(3.6)

(3) \( \alpha \in (0, 1) \) is a parameter that controls the degree of emphasis: \( \alpha \in (\frac{1}{2}, 1) \) emphasizes Precision; \( \alpha \in (0, \frac{1}{2}) \) emphasizes Recall; and we call the balanced F-score if \( \alpha = \frac{1}{2} \).
Note that besides $F$-score, there are some other combinations of Precision and Recall, e.g., the average $(\text{Precision} + \text{Recall})/2$ and the geometric mean $\sqrt{\text{Precision} \cdot \text{Recall}}$. Due to the widespread use of $F$-score, we only consider optimizing $F$-score in this chapter, and an interesting future work might be how the techniques can be applied to other combinations.

By plugging Equations 3.5 and 3.6 into Equation 3.4, we obtain:

$$F\text{-score}(T, R, \alpha) = \frac{\sum_{i=1}^{n} I\{t_i=1\} \cdot I\{r_i=1\}}{\sum_{i=1}^{n} (\alpha \cdot I\{r_i=1\} + (1-\alpha) \cdot I\{t_i=1\})}.$$  \hspace{1cm} (3.7)

For the parameter $\alpha$, if a requester wants to select “positive” sentiment sentences with a high confidence, she can set $\alpha$ to a large value (e.g., 0.75) which emphasizes Precision more. On the other hand, if a company manager wants to collect as many “positive” comments for their products as possible, she can give more attention to Recall by setting $\alpha$ to a lower value (e.g., 0.25).

**Challenges**

As the numerator and denominator of $F\text{-score}(T, R, \alpha)$ both have the random variable $I\{t_i=1\}$, its expectation cannot be computed as easily as for Accuracy (Equation 5.3), so we resort to another way of computing its expectation. We denote $\tau$ as the set of all possible ground truth vectors, i.e., $\tau = \{1, 2\}^n$ and $|\tau| = 2^n$. Given $Q$, the probability that $T' = [t'_1, t'_2, \ldots, t'_n] \in \tau$ is the ground truth vector is $\prod_{i=1}^{n} Q_{i,t'_i}$. Then, we have

$$\mathbb{E}[F\text{-score}(T, R, \alpha)] = \sum_{T' \in \tau} F\text{-score}(T', R, \alpha) \cdot \prod_{i=1}^{n} Q_{i,t'_i}. \hspace{1cm} (3.8)$$

There are two challenges related to this equation:

One is how to efficiently compute or estimate Equation 3.8. It is computationally expensive to enumerate all $2^n$ possible $T'$. But given $\alpha$ and $R$, for different $T' \in \tau$, the numerator and denominator of $F\text{-score}(T', R, \alpha)$ can only
take at most \( n + 1 \) possible values respectively, thus \( F\text{-score}(T', R, \alpha) \) can only have at most \((n + 1)^2\) possible values. Based on this observation, for a given \( Q \) and \( \alpha \), Equation 3.8 can be accurately calculated in \( O(n^3) \) time [95]. Nevertheless, this complexity is still very high to a task assignment system as it is a key step in task assignment. Thus it is better to find an accurate approximation that is efficient to compute.

Another challenge is that if we directly apply Equation 3.8 to derive the optimal result for each task, we observe two interesting facts that are different from Accuracy:

**Observation 1:** Returning the label with the highest probability in each task may not be optimal (even for \( \alpha = 0.5 \));

**Observation 2:** Deriving the optimal result of a task \( q_i \) does not only depend on the task’s distribution (or \( Q_i \)) itself.

In order to verify these two observations, we next give two counterexamples in Example 2.

**Example 2.** Consider \( \alpha = 0.5 \) and \( Q = \begin{bmatrix} 0.35 & 0.65 \\ 0.55 & 0.45 \end{bmatrix} \). If we return the label with the highest probability for each task, then we obtain a result vector \( \tilde{R} = [2, 1] \) and the corresponding \( \mathbb{E}[F\text{-score}(T, \tilde{R}, \alpha)] = \frac{1}{0.35 \cdot 0.55 + 0.35 \cdot 0.45 + 0.65 \cdot 0.55 + 0.65 \cdot 0.45} = 48.58\% \) (Equation 3.8). However, by enumerating all possible \( R \in \{1, 2\}^2 \), we can derive the optimal \( R^* = [1, 1] \) and \( \mathbb{E}[F\text{-score}(T, R^*, \alpha)] = 53.58\% \). This example verifies our first observation.

Consider \( \hat{\alpha} = 0.5 \) and \( \hat{Q} = \begin{bmatrix} 0.35 & 0.65 \\ 0.9 & 0.1 \end{bmatrix} \). Using the same method as above, we can obtain the optimal \( \hat{R}^* = [2, 1] \). Compared with the above example, we can see that for the same \( \alpha = \hat{\alpha} = 0.5 \) in F-score, even if \( Q_1 \) and \( \hat{Q}_1 \) are the same (i.e., \([0.35, 0.65]\)), the computed \( r_1^* = 1 \) and \( \hat{r}_1^* = 2 \) are different. This example shows that the optimal result for each task is not only dependent on the task’s distribution itself.

To address the above two challenges, we first give an approximation for
\[ \mathbb{E}[ \text{F-score}(T, R, \alpha) ] \] in Section 3.4.2 and then discuss how to compute \( R^* \) for the approximated function in Section 3.4.2.

**F-score**

Following Equation 3.7, we approximate \( \mathbb{E}[ \text{F-score}(T, R, \alpha) ] \) as
\[
\mathbb{E}[ \sum_{i=1}^{n} 1_{\{t_i=1\}} \cdot 1_{\{r_i=1\}} + (1-\alpha) \cdot Q_{i,1} ]
\]
to boost efficiency, which is the ratio of the expectation of numerator and denominator of \( \text{F-score}(T, R, \alpha) \). By plugging \( Q \) inside, we can formally define \( \text{F-score}^*(Q, R, \alpha) \) as:
\[
\text{F-score}^*(Q, R, \alpha) = \frac{\sum_{i=1}^{n} Q_{i,1} \cdot 1_{\{t_i=1\}}}{\sum_{i=1}^{n} (\alpha \cdot 1_{\{r_i=1\}} + (1-\alpha) \cdot Q_{i,1})}.
\]

For example, consider the values of \( \hat{\alpha} \), \( \hat{Q} \) and \( \hat{R}^* \) in Example 2. Based on Equations 3.8 and 5.4, we can obtain \( \mathbb{E}[ \text{F-score}(T, \hat{R}^*, \hat{\alpha}) ] = 79.5\% \) and \( \text{F-score}^*(\hat{Q}, \hat{R}^*, \hat{\alpha}) = 0.905 \). The error in the example is 0.5%.

**Approximation Error.** Let \( A \) and \( B \) denote two random variables. The same approximation (\( \mathbb{E}[AB] \approx \mathbb{E}[A]\mathbb{E}[B] \)) has also been used by other works [34, 114, 146, 163] for efficiency’s sake. Furthermore, [163] gives a general formula by expanding Taylor series:
\[
\mathbb{E}[AB] = \mathbb{E}[A] + \mathbb{E}[B] + \sum_{v=0}^{\infty} \phi_v, \quad \phi_v = (-1)^v \cdot \frac{\mathbb{E}[A] \cdot <^v B> + <A, B^v>}{(\mathbb{E}[B])^{v+1}}.
\]

The standard approximation formula (derived by delta method) used in [34, 146] is
\[
\mathbb{E}[A] = \mathbb{E}[A] + o(n^{-1}) \quad \text{for } n \to \infty.
\]

By setting \( A \) and \( B \) as the numerator and denominator of \( \text{F-score}(T, R, \alpha) \), we can generally derive \( \mathbb{E}[ \text{F-score}(T, R, \alpha) ] = \text{F-score}^*(Q, R, \alpha) + o(n^{-1}) \). We also verify this in experiments (Section 3.7.1) and show that the error is small (\( \leq 0.01\% \)) when \( n \geq 10^3 \), which means that our approximation is reasonable.

**Identify the Optimal Result for F-score**

Unlike Accuracy*, to identify the optimal result for F-score*, the method that chooses the most possible label of each task is not correct anymore. How-
ever, the intuition that it is preferable to return a label with a large probability value may still hold. Based on this idea, we conjecture that there exists a threshold w.r.t each task that can determine whether a target label should be returned or not. That is, a target label should be returned only when its probability is not lower than the threshold; otherwise the non-target label is returned. More formally, let $\theta_i$ be the threshold w.r.t a task $q_i$. If $Q_{i,1} \geq \theta_i$, we return the target label (i.e., $r_i = 1$); otherwise, the non-target label is returned (i.e., $r_i = 2$).

We prove the correctness of the conjecture in Theorem 3.2. An interesting observation from the theorem is that every task has the same threshold, which is equal to $\lambda^* \cdot \alpha$, where $\lambda^*$ represents the optimal value for $F$-score$^*$ (or the quality evaluation of $Q$), i.e., $\lambda^* = \max_R F$-score$^*$($Q, R, \alpha$).

**Theorem 3.2.** Given $Q$ and $\alpha$, for $F$-score$^*$, the optimal result $r_i^*$ ($1 \leq i \leq n$) of a task $q_i$ can be derived by comparing $Q_{i,1}$ with the threshold $\theta = \lambda^* \cdot \alpha$, i.e., $r_i = 1$ if $Q_{i,1} \geq \theta$ and $r_i = 2$ if $Q_{i,1} < \theta$.

**Proof.** In the proof for Theorem 2, we assume that $\lambda^*$ is known, and we try to exploit how the optimal result vector $R^*$ can be constructed with the known $\lambda^*$.

As $\lambda^* = \max_R F$-score$^*$($Q, R, \alpha$), which means that for any $R \in \{1, 2\}^n$, the inequality $\lambda^* \geq F$-score$^*$($Q, R, \alpha$) holds, i.e., we have

$$
\lambda^* \geq \frac{\sum_{i=1}^n Q_{i,1} \cdot 1_{\{r_i = 1\}}}{\alpha \cdot \sum_{i=1}^n 1_{\{r_i = 1\}}} + (1 - \alpha) \cdot \sum_{i=1}^n Q_{i,1},
$$

then we can further derive

$$
\sum_{i=1}^n (Q_{i,1} - \lambda^* \cdot \alpha) \cdot 1_{\{r_i = 1\}} \leq \lambda^* \cdot (1 - \alpha) \cdot \sum_{i=1}^n Q_{i,1}.
$$

From another perspective, the optimal result vector $R^*$ satisfies the following formula: $\lambda^* = F$-score$^*$($Q, R^*, \alpha$), thus similarly we can derive

$$
\sum_{i=1}^n (Q_{i,1} - \lambda^* \cdot \alpha) \cdot 1_{\{r_i = 1\}} = \lambda^* \cdot (1 - \alpha) \cdot \sum_{i=1}^n Q_{i,1}.
$$
As $\lambda^*$, $Q$, and $\alpha$ are known, for ease of representation let us denote a fixed constant $A$ and a function $h(R)$ as follows

$$
\begin{align*}
\lambda^* &= (1 - \alpha) \cdot \sum_{i=1}^n Q_{i,1}, \\
\alpha &= \sum_{i=1}^n (Q_{i,1} - \lambda^* \cdot \alpha) \cdot 1_{\{r_i = 1\}},
\end{align*}
$$

Then Equation 3.10 and 3.11 can be represented as: (1) for any $R$ \in \{1, 2\} is $h(R) \leq A$; and (2) the optimal $R^*$ satisfies $h(R^*) = A$. Next we prove that if we can derive $R^* = \arg\max_R \{ h(R) \}$, then $R^* = [r_1^*, r_2^*, \ldots, r_n^*]$ is the optimal result vector (i.e., $R^* = R^*$). From Equation 3.10, since $R^* \in \{1, 2\}$, we can derive $h(R^*) \leq A$.

From $R^* = \arg\max_R \{ h(R) \}$, we know that $\max_R \{ h(R) \} = h(R^*)$ and from Equation 3.11, we know that $\max_R \{ h(R) \} \geq h(R^*) = A$. So we have $h(R^*) \geq A$. As $h(R^*) \leq A$, we have $h(R^*) = A$, or $\sum_{i=1}^n (Q_{i,1} - \lambda^* \cdot \alpha) \cdot 1_{\{r_i = 1\}} = \lambda^* \cdot (1 - \alpha) \cdot \sum_{i=1}^n Q_{i,1}$, and finally we can derive $\lambda^*$ from the above Equation:

$$
\lambda^* = \frac{\sum_{i=1}^n Q_{i,1} \cdot 1_{\{r_i = 1\}}}{\alpha \cdot \sum_{i=1}^n 1_{\{r_i = 1\}} + (1 - \alpha) \cdot \sum_{i=1}^n Q_{i,1}}.
$$

As $\lambda^* = \text{F-score}^*(Q, R^*, \alpha)$, i.e., $R^*$ derives the optimal $\lambda^*$, we know $R^* = R^*$. Then $R^* = \arg\max_R \{ h(R) \}$, i.e., $R^* = \arg\max_R \{ \sum_{i=1}^n (Q_{i,1} - \lambda^* \cdot \alpha) \cdot 1_{\{r_i = 1\}} \}$. In order to maximize $h(R)$, we can set $1_{\{r_i = 1\}} = 1$ (or $r_i = 1$) if $Q_{i,1} \geq \lambda^* \cdot \alpha$ and $1_{\{r_i = 1\}} = 0$ (or $r_i = 2$) if $Q_{i,1} < \lambda^* \cdot \alpha$. Then we get

$$
r_i^* = \begin{cases} 
1 & \text{if } Q_{i,1} \geq \lambda^* \cdot \alpha, \\
2 & \text{if } Q_{i,2} < \lambda^* \cdot \alpha.
\end{cases}
$$

Thus we have proved that there exists a threshold $\theta = \lambda^* \cdot \alpha$, such that $R^* = [r_1^*, r_2^*, \ldots, r_n^*]$ can be constructed as $r_i^* = 1$ if $Q_{i,1} \geq \lambda^* \cdot \alpha$ and $r_i^* = 2$ if otherwise.

As $\lambda^* = \max_R \text{F-score}^*(Q, R, \alpha)$, Theorem 3.2 shows that for F-score$^*$, a task’s optimal result is related to the optimal value for F-score$^*$ w.r.t. $Q$, which
takes all the tasks’ distributions into consideration. This explains why the
claim for Accuracy* (Theorem 3.1), i.e., “a task’s optimal result is only depen-
dent on its own distribution” does not hold. Next we focus on the problem of
how to efficiently derive $\lambda^*$. We first show that this problem can be reduced to a 0-1 fractional program-
ing (FP) problem, and then present an iterative algorithm to identify the opti-
mal value ($\lambda^*$). Let $B = [b_1, b_2, \ldots, b_n], D = [d_1, d_2, \ldots, d_n]$ denote two coefficient
vectors, and $\beta, \gamma$ denote two scalars. The 0-1 FP problem is defined as:

$$
\max \ f(z) = \sum_{i=1}^{n} (z_i \cdot b_i) + \frac{\beta}{\sum_{i=1}^{n} (z_i \cdot d_i)} + \gamma \quad s.t. \quad z \in \Omega \subseteq \{0, 1\}^n
$$

Comparing F-score* (Equation 5.4) with $f(z)$, we find that F-score* can ac-
tually be rewritten in the form of $f(z)$ as follows:

$$
\begin{align*}
\begin{cases}
 z_i = 1_{(r_i=1)}, & b_i = Q_{i,1}, \ d_i = \alpha \quad \text{for } 1 \leq i \leq n; \\
 \beta = 0, & \gamma = \sum_{i=1}^{n} (1 - \alpha) \cdot Q_{i,1}, \ \Omega = \{0, 1\}^n.
\end{cases}
\end{align*}
$$

Thus the problem of computing $\lambda^*$ can be reduced to a 0-1 FP problem. The 0-1
FP problem can be efficiently solved based on the Dinkelbach framework [52].
We apply it to our problem, which consists of the following three steps:

Initialization: It first constructs a new function $g(z, \lambda) = \sum_{i=1}^{n} (b_i - \lambda \cdot d_i) \cdot z_i$. Then it will iteratively update $\lambda$.

In our case, $b_i, d_i$ and $z_i$ ($1 \leq i \leq n$) can be represented following Equation 3.12 and $g(z, \lambda) = \sum_{i=1}^{n} (Q_{i,1} - \lambda \cdot \alpha) \cdot 1_{(r_i=1)}$.

Iteration: Let $\lambda_t$ denote the $\lambda$ for the $t$-th iteration. For the first iteration, the
algorithm initializes $\lambda$ as a constant value $\lambda_{init}$ (for example, 0): $\lambda_1 = \lambda_{init}$, and then computes $z' = \arg\max_z g(z, \lambda_1)$. By plugging the newly computed $z'$ into $f(z)$, the algorithm updates $\lambda_1$ to $\lambda_2 = f(z')$. Then it repeats the above iteration
with the updated $\lambda$ (i.e., $\lambda_2$).
In our case, in the first iteration, with initial $\lambda_1 = \lambda_{\text{init}}$, we have to compute $R' = \arg\max_R \sum_{i=1}^n (Q_{i,1} - \lambda_1 \cdot \alpha) \cdot I_{\{r_i = 1\}}$, and $R' = [r'_1, r'_2, \ldots, r'_n]$ can be derived by setting $I_{\{r'_i = 1\}} = \begin{cases} 1 & \text{(i.e., } r'_i = 1) \text{ if } Q_{i,1} \geq \lambda_1 \cdot \alpha, \\ 0 & \text{(i.e., } r'_i = 2) \text{ if } Q_{i,1} < \lambda_1 \cdot \alpha. \end{cases}$

Then $\lambda_1$ is updated as $\lambda_2 = \text{F-score}^*(Q, R', \alpha)$, and we repeat the above iteration with the updated $\lambda_2$.

**Termination:** The algorithm terminates at the $c$-th iteration when $\lambda$ converges (or it is unchanged), i.e., $\lambda_{c+1} = \lambda_c$, and it returns $\lambda_{c+1}$ which is computed for the $c$-th iteration.

The Dinkelbach framework guarantees that the iterative process will finally converge to the optimal objective value [52]. Thus our algorithm can return the optimal value for F-score*, i.e., $\lambda^* = \lambda_{c+1}$. The detailed algorithm is in Algorithm 1. It iteratively updates $\lambda$ until convergence. Let $\lambda_t$ denote the $\lambda$ for the $t$-th iteration, so initially $\lambda_1 = \lambda_{\text{init}} = 0$. In the $t$-th iteration ($\lambda_t$ is known), it first constructs a new result vector $R'$ using the known $\lambda_t$ (lines 5-7) and then update $\lambda_t$ to $\lambda_{t+1} = \text{F-score}^*(Q, R', \alpha)$ (line 8) for the next iteration. The way to construct each $r'_i$ ($1 \leq i \leq n$) in $R'$ is based on comparing $Q_{i,1}$ with the threshold $\lambda_t \cdot \alpha$, i.e., $r'_i = 1$ if $Q_{i,1} \geq \lambda_t \cdot \alpha$ and $r'_i = 2$ if otherwise. Finally it decides whether it converges (i.e., $\lambda_{t+1} = \lambda_t$) or not (lines 9-12). We next run the two counter-examples demonstrated in Example 2, and analyze the time complexity in the end.

**Example 3.** Consider $\hat{\alpha}$ and $\hat{Q}$ in Example 2. In the 1st iteration, suppose $\lambda_1 = \lambda_{\text{init}} = 0$. As $\hat{Q}_{1,1}$ and $\hat{Q}_{2,1}$ are both $\geq \lambda_1 \cdot \hat{\alpha} = 0$, then $R' = [1, 1]$ and $\lambda_1$ is updated to $\lambda_2 = \text{F-score}^*(\hat{Q}, R', \hat{\alpha}) = \frac{0.35 + 0.9}{0.35 + 0.9} = 0.77$. As $\lambda_2 \neq \lambda_1$, we continue. In the 2nd iteration, by comparing $\hat{Q}_{1,1}$ and $\hat{Q}_{2,1}$ with $\lambda_2 \cdot \hat{\alpha} = 0.385$, we can
Algorithm 1 Measure the Quality of Matrix $Q$ for $F$-score (Chapter 3).

**Input:** $Q$, $\alpha$

**Output:** $\lambda$

1: $\lambda = 0$ ; // initialized as 0 ($\lambda_{\text{init}} = 0$)
2: $R' = []$ ;
3: **while** True **do**
4:   $\lambda_{\text{pre}} = \lambda$; // record $\lambda$ for this iteration
5:   // construct new $R' = [r'_1, r'_2 \ldots r'_n]$
6:   **for** $i = 1$ to $n$ **do**
7:     **if** $Q_{i,1} \geq \lambda \cdot \alpha$ **then**
8:       $r'_i = 1$
9:     **else**
10:       $r'_i = 2$
11:   **end for**
12:   $\lambda = \sum_{i=1}^{n} Q_{i,1} \cdot 1_{[r'_i=1]}$ \(=\) \(\text{F-score}^*(Q, R', \hat{\alpha})\)
13: **if** $\lambda_{\text{pre}} == \lambda$ **then**
14:   **break**
15: **else**
16:   $\lambda_{\text{pre}} = \lambda$
17: **end if**
18: **end while**
19: **return** $\lambda$

construct $R' = [2, 1]$, and $\lambda_3 = \text{F-score}^*(\hat{Q}, R', \hat{\alpha}) = \frac{0.9}{0.5+1+0.9(0.35+0.9)} = 0.8 \neq \lambda_2$.

In the 3rd iteration, as the updated $\lambda_3 \cdot \hat{\alpha} = 0.4$, we can construct $R' = [2, 1]$. Since $\lambda_4 = \lambda_3 = 0.8$, it converges and $\lambda^* = 0.8$ is returned. Following Theorem 3.2, we can obtain the threshold $\hat{\theta} = \lambda^* \cdot \hat{\alpha} = 0.4$. Since $\hat{Q}_{1,1} < \theta$ and $\hat{Q}_{2,1} \geq \theta$, we have $\hat{R}^* = [2, 1]$.

If we consider $\alpha$ and $Q$ in Example 2, then similarly we derive $\lambda^* = 0.62$, $\theta = \lambda^* \cdot \alpha = 0.31$, and $R^* = [1, 1]$. The above two examples show that the approximation function $\text{F-score}^*(\cdot)$ also conforms to the two observations verified in Example 2.

Moreover, $\text{F-score}^*(\cdot)$ gives us an intuitive explanation of why two observations occur: in the two examples, the optimal values of $\text{F-score}^*$ ($\lambda^*$ and $\hat{\lambda}^*$) affect the individual threshold ($\theta$ and $\hat{\theta}$), and thus affecting the optimal result vectors (especially $r_1^*$ and $\hat{r}_1^*$).

**Time Complexity.** As each iteration requires $O(n)$ time and there are $c$ iterations in total, the time complexity is $O(c \cdot n)$. To evaluate the time complexity in practice, we conduct extensive simulated experiments by randomly gener-
ating $Q$ and $\alpha \in [0, 1]$, which shows that the time complexity of the algorithm linearly increases w.r.t. $n$. It converges very fast, and $c \leq 15$ when $n = 2000$ (Section 3.7.1).

### 3.5 Online Assignment Algorithms

Recall Definition 3.1, the quality of a given distribution matrix $Q$ is measured as its maximal quality (or quality w.r.t $R^*$), i.e., $F(Q) = \max_R F^*(Q, R) = F^*(Q, R^*)$, where $F$ can be Accuracy or F-score. To address the task assignment problem, one simple solution is to enumerate all feasible assignment vectors. For each one $(X)$, $Q_X$ can be constructed via Equation 3.1, and we compute the optimal result vector for $Q_X$, denoted as $R_X = \arg\max_R F^*(Q_X, R)$. Finally $X^* = \arg\max_X F(Q^X, R^X)$.

Obviously, this simple method is very expensive. To avoid enumerating $\binom{|S_w|}{k}$ feasible assignments, we propose two efficient algorithms: a Top-$k$ Benefit Algorithm for Accuracy* (Section 3.5.1) and an Online Assignment Algorithm for F-score* (Section 3.5.2).

#### 3.5.1 Accuracy*: Top-$k$ Benefit Algorithm

Given $Q^c$ and $Q^w$, let $R^c = [r^c_1, r^c_2, \ldots, r^c_n]$ and $R^w = [r^w_1, r^w_2, \ldots, r^w_n]$ denote their respective optimal result vectors, i.e., $r^c_i = \arg\max_j Q^c_{ij}$ for $1 \leq i \leq n$ and $r^w_i = \arg\max_j Q^w_{ij}$ for $q_i \in S^w$. As shown in Theorem 3.1, the choice of respective optimal result $r^c_i$ ($r^w_i$) only depends on $Q^c_i$ ($Q^w_i$). Therefore, based on the definition of $Q^X$ (Equation 3.1), the optimal result vector for $Q^X$, denoted by $R^X = [r^X_1, r^X_2, \ldots, r^X_n]$, can be represented using $R^c$ and $R^w$ as follows:

$$r^X_i = \begin{cases} r^c_i & \text{if } x_i = 0, \\ r^w_i & \text{if } x_i = 1. \end{cases}$$  \hspace{1cm} (3.13)
According to Definition 3.1, we aim to find the optimal feasible assignment \( X \) such that \( \text{Accuracy}^*(Q^X, R^X) = \sum_{i=1}^n Q_i x_i^X / n = \sum_{i=1}^n [ (Q_i r_i^X / n) \cdot 1_{\{x_i=0\}} + (Q_i r_i^w / n) \cdot 1_{\{x_i=1\}} ] \) is maximized. We can further derive \( \text{Accuracy}^*(Q^X, R^X) = \sum_{i=1}^n Q_i^c x_i^c / n + \sum_{i=1}^n Q_i^w x_i^w / n - \sum_{i=1}^n Q_i^c x_i^c / n \cdot 1_{\{x_i=1\}} \). (3.14)

As for each \( X \), the value \( \sum_{i=1}^n Q_i^c x_i^c / n \) is fixed. Then for each task \( q_i \), we can define the benefit of assigning it to worker \( w \) as \( \text{Benefit}(q_i) = Q_i^w r_i^w - Q_i^c r_i^c \), which indicates that the function \( \text{Accuracy}^* \) will be increased by \( \text{Benefit}(q_i) / n \) if \( q_i \) is assigned to worker \( w \). Therefore, the optimal assignment consists of \( k \) tasks with the largest benefits, and selecting them needs \( O(|S^w|) = O(n) \) time\(^3\). Example 4 illustrates how to apply the Top-k Benefit Algorithm to assign tasks in Figure 3.2 when the function is set as \( \text{Accuracy}^* \).

**Example 4.** Consider \( Q^c \) and \( Q^w \) in Figure 3.2. We can obtain \( R^c = [1, 1, 2, 1, 1, 2] \) (or \( [1, 1, 2, 2, 1, 2] \)) and \( R^w = [1, 1, 0, 1, 0, 2] \).\(^4\) For each \( q_i \in S^w \), we compute its benefit as follows: \( \text{Benefit}(q_1) = Q_1^w r_1^w - Q_1^c r_1^c = 0.123 \), \( \text{Benefit}(q_2) = 0.212 \), \( \text{Benefit}(q_4) = 0.25 \) and \( \text{Benefit}(q_6) = 0.175 \). So \( q_2 \) and \( q_4 \) which have the highest benefits will be assigned to worker \( w \).

### 3.5.2 F-score*: Online Assignment Algorithm

Compared with \( \text{Accuracy}^* \), the online assignment for \( \text{F-score}^* \) is more challenging. The main reason is that as shown in Section 3.4.2, based on \( \text{F-score}^* \), the optimal result for each task is not only dependent on its own distribution. Given a feasible \( X \) (\( Q^X \) can be constructed), deriving the optimal result vector \( R^X \) for \( Q^X \) is not as straightforward as Equation 3.13 for \( \text{Accuracy}^* \).

Next we show how to efficiently solve the task assignment problem for

\(^3\)The problem that finds the top \( k \) elements in an array can be solved linearly using the PICK algorithm [26].

\(^4\)Note that for \( q_i \notin S^w \), \( Q_i^w \) does not need to be computed, so we set \( r_i^w = 0 \) for \( q_i \notin S^w \) and it will never be used.
F-score$^*$. Recall that $X^*$ denotes the optimal assignment and let $\delta^*$ denote the optimal objective value, i.e.,

$$\delta^* = \max_{R} \text{F-score}^* (Q^{X^*}, R, \alpha).$$

(3.15)

The basic idea of our solution is to first initialize $\delta_{init} \leq \delta^*$ (say $\delta_{init} = 0$), and then iteratively update the initial $\delta_{init}$ to $\delta^*$ until convergence. Since $\delta^*$ is unknown, the main problem is how to ensure that $\delta_{init}$ is always increasing until it reaches $\delta^*$. More formally, let $\delta_t$ denote the $\delta$ at the $t$-th iteration. Given $\delta_t$, the updated $\delta_{t+1}$ should satisfy the following two properties:

**Property 1:** if $\delta_t < \delta^*$, then the updated $\delta_{t+1}$ should satisfy $\delta_t < \delta_{t+1} \leq \delta^*$;

**Property 2:** if $\delta_t = \delta^*$, then the updated $\delta_{t+1}$ should satisfy $\delta_t = \delta_{t+1} = \delta^*$.

Intuitively, Property 1 guarantees that starting from $\delta_{init} < \delta^*$, $\delta_{init}$ will be iteratively increased until $\delta^*$. Property 2 guarantees that at convergence ($\delta_t = \delta_{t+1}$), we can get $\delta_{t+1} = \delta^*$. There are two challenges in solving the problem:

1. Given $\delta_t$, how can we construct $\delta_{t+1}$ such that the above two properties hold?
2. The update should be solved efficiently to satisfy the performance requirement for task assignment.

To address the first challenge, we present our designed update in Definition 3.2 as follows:

**Definition 3.2 (Update).** Given $\delta_t$, $Q^c$, $Q^w$, $\alpha$, and $S^w$, the update from $\delta_t$ to $\delta_{t+1}$ is defined as

$$\delta_{t+1} = \max_{X} \text{F-score}^* (Q^X, \hat{R}^X, \alpha),$$

(3.16)

where for each feasible $X$ ($Q^X$ can be constructed via Equation 3.1), $\hat{R}^X = [\hat{r}_{1,1}^X, \hat{r}_{2,1}^X, \ldots, \hat{r}_{n,1}^X]$ is constructed based on $\delta_t$, i.e.,

$$\hat{r}_{i,1}^X = \begin{cases} 1 & \text{if } Q_{i,1}^X \geq \delta_t \cdot \alpha, \\ 2 & \text{if } Q_{i,1}^X < \delta_t \cdot \alpha. \end{cases}$$

(3.17)
To help understand the meaning of $\delta_{t+1}$ in Definition 3.2, we will present a brute-force method to obtain $\delta_{t+1}$. This method enumerates all possible feasible assignment vectors. For each feasible $X$, as $Q^X$ and $\tilde{R}^X$ can be constructed following Equation 3.1 and 3.17 respectively, then F-score$^*(Q^X, \tilde{R}^X, \alpha)$ can be computed. By comparing the computed values for all assignment vectors, we can obtain the maximum value, i.e., $\delta_{t+1}$. Theorem 3.3 formally proves that the updated $\delta_{t+1}$ following Definition 3.2 satisfies the two properties.

**Theorem 3.3.** The defined $\delta_{t+1}$ (in Definition 3.2) satisfies Property 1 and Property 2.

**Proof.** As mentioned before, in the definition of computing $\delta_{t+1}$ (Definition 3.2), the construction of $R^X$ (Equation 3.17) is similar to the construction of $R'$ in choosing the optimal result vector for a given $Q$ (Algorithm 1). Thus the basic idea of the proof is to make a comparison with Algorithm 1.

Before making the comparison, we present some theoretical results proved in [52] for the Dinkelbach framework (which applies to Algorithm 1). It has proved that starting from the initial $\lambda_{\text{init}} \leq \lambda^*$, the $\lambda_{\text{init}}$ will be iteratively increased to $\lambda^*$ until convergence. It means that the update from $\lambda_t$ to $\lambda_{t+1}$ in Algorithm 1 also conforms to our two properties, i.e., (1) if $\lambda_t < \lambda^*$, then $\lambda_t < \lambda_{t+1} \leq \lambda^*$ and (2) if $\lambda_t = \lambda^*$, then $\lambda_t = \lambda_{t+1} = \lambda^*$.

Recall that $\delta^*$ and $X^*$ respectively denote the optimal value and the optimal assignment vector, and we can derive $\delta^* = \max_R \text{F-score}^*(Q^{X^*}, R, \alpha)$. Thus, if Algorithm 1 takes $Q^{X^*}$ and $\alpha$ as the input, then $\lambda^* = \max_R \text{F-score}^*(Q^{X^*}, R, \alpha)$, which is exactly $\delta^*$, i.e., $\lambda^* = \delta^*$.

The comparison is conducted based on comparing our online assignment algorithm with Algorithm 1, which takes $Q^{X^*}$ and $\alpha$ as the input. As derived above, the optimal value for both algorithms are the same (i.e., $\delta^*$).

To prove Property 1, suppose both algorithms start with $\delta_t < \delta^*$, and they update their respective values (denoted as $\delta_{t+1}$ and $\lambda_{t+1}$ respectively) for the next iteration as follows.
CHAPTER 3. QUALITY-AWARE ONLINE TASK ASSIGNMENT

\[
\begin{cases}
    \delta_{t+1} = \max_X \text{F-score}^\ast(Q^X, \hat{R}^X, \alpha), \\
    \lambda_{t+1} = \text{F-score}^\ast(Q^X, R', \alpha).
\end{cases}
\] (3.18)

Note that for a feasible \(X\), \(\hat{R}^X\) is constructed by comparing each \(Q^X_{i,1}\) (1 \(\leq i \leq n\)) with the threshold \(\delta_t \cdot \alpha\). And \(R'\) is similarly constructed by comparing each \(Q^{X^*}_{i,1}\) (1 \(\leq i \leq n\)) with the same threshold \(\delta_t \cdot \alpha\). As \(X^*\) is also a feasible assignment, we have \((Q^{X^*}, R') \in \{(Q^X, \hat{R}^X) \mid X \text{ is feasible }\}\). Then by considering Equation 3.18, we derive \(\delta_{t+1} \geq \lambda_{t+1}\). As mentioned above, since \(\delta_t < \delta^\ast\), the properties in [52] guarantee that \(\lambda_{t+1} > \delta_t\), then we derive \(\delta_{t+1} > \delta_t\). As \(\delta^\ast\) is the optimal objective value, we can finally derive \(\delta_t < \delta_{t+1} \leq \delta^\ast\), which proves Property 1.

To prove Property 2, we apply the same comparison. Suppose both algorithms start with \(\delta_t = \delta^\ast\), then they are updated by Equation 3.18. Similarly we have \(\lambda_{t+1} = \delta_t\). As \(\delta_t = \delta^\ast\), following the properties in [52], we have \(\lambda_{t+1} = \delta_t = \delta^\ast\). Since \(\delta_{t+1} \leq \delta^\ast\), we derive \(\delta_t = \delta_{t+1} = \delta^\ast\), which proves Property 2.

To address the second challenge above, as shown in Theorem 3.4, we find that this problem (computing \(\delta_{t+1}\) in Definition 3.2) can actually be reduced to a 0-1 FP problem and efficiently solved by leveraging the Dinkelbach framework (similar to Section 3.4.2).

**Theorem 3.4.** The problem of computing \(\delta_{t+1}\) (Definition 3.2) can be reduced to a 0-1 FP problem.

**Proof.** Given \(Q^c\), \(Q^w\) and a feasible \(X\), from Equation 3.1 we know that \(Q^X\) can be expressed by \(X\), \(Q^c\) and \(Q^w\), then we have

\[Q^X_{i,1} = x_i \cdot Q^w_{i,1} + (1 - x_i) \cdot Q^c_{i,1}.
\]

Given \(Q^X\) and \(\delta_t\), we know that \(\hat{R}^X\) is constructed by setting \(\hat{r}^X_i = 1\) if \(Q^X_{i,1} \geq \delta_t \cdot \alpha\) and \(\hat{r}^X_i = 2\) if \(Q^X_{i,1} < \delta_t \cdot \alpha\). It means that if we construct \(\hat{R}^c(\hat{R}^w)\) by setting \(\hat{r}^c_i = 1\) (\(\hat{r}^w_i = 2\), respectively), then the properties in [52] guarantee that \(\hat{r}^c_i > \delta_{t+1} \cdot \alpha\), which leads to a 0-1 FP problem as shown in Theorem 3.4.
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\((\tilde{r}_i^w = 1)\) if \(Q_{i,1}^c \geq \delta_i \cdot x (Q_{i,1}^w \geq \delta_i \cdot x)\) and \(\tilde{r}_i = 2\) \((\tilde{r}_i^w = 2)\) if \(Q_{i,1}^c < \delta_i \cdot x (Q_{i,1}^w < \delta_i \cdot x)\), then \(\hat{R}^X\) can be expressed with the given \(\tilde{R}^c\) and \(\tilde{R}^w\) as follows:

\[
\mathbb{I}_{\{\tilde{r}_i^w = 1\}} = x_i \cdot \mathbb{I}_{\{\tilde{r}_i^c = 1\}} + (1 - x_i) \cdot \mathbb{I}_{\{\tilde{r}_i = 1\}}.
\]

As \(x_i = \{0,1\}\), if we plug the above derived \(Q_{i,1}^c\) and \(\mathbb{I}_{\{\tilde{r}_i^w = 1\}}\) into

\[
\text{F-score}^*(Q^X, \hat{R}^X, \alpha) = \frac{\sum_{i=1}^{n} Q_{i,1}^c \cdot \mathbb{I}_{\{\tilde{r}_i^c = 1\}}}{\sum_{i=1}^{n} \{ \alpha \cdot \mathbb{I}_{\{\tilde{r}_i^c = 1\}} + (1 - \alpha) \cdot Q_{i,1}^c \}}
\]

and set the parameters \(b_i, d_i\) \((1 \leq i \leq n)\), \(\beta\) and \(\gamma\) following

(1) \(b_i = d_i = 0\) for \(q_i \notin S^w\), and

(2) \(b_i, d_i\) \((q_i \in S^w)\), \(\beta\) and \(\gamma\) are set as:

\[
\left\{
\begin{align*}
    b_i & = Q_{i,1}^w \cdot \mathbb{I}_{\{\tilde{r}_i^w = 1\}} - Q_{i,1}^c \cdot \mathbb{I}_{\{\tilde{r}_i^c = 1\}} \\
    d_i & = \alpha \cdot (\mathbb{I}_{\{\tilde{r}_i^c = 1\}} - \mathbb{I}_{\{\tilde{r}_i^w = 1\}}) + (1 - \alpha) \cdot (Q_{i,1}^w - Q_{i,1}^c) \\
    \beta & = \sum_{i=1}^{n} Q_{i,1}^c \cdot \mathbb{I}_{\{\tilde{r}_i^c = 1\}} \\
    \gamma & = \sum_{i=1}^{n} \{ \alpha \cdot \mathbb{I}_{\{\tilde{r}_i^c = 1\}} + (1 - \alpha) \cdot Q_{i,1}^c \}.
\end{align*}
\right.
\]

then the problem is to maximize

\[
\text{F-score}^*(Q^X, \hat{R}^X, \alpha) = \frac{\sum_{i=1}^{n} (x_i \cdot b_i) + \beta}{\sum_{i=1}^{n} (x_i \cdot d_i)} + \gamma. \tag{3.19}
\]

s.t. \(X\) is a feasible assignment vector. As \(Q^c, Q^w, \tilde{R}^c, \tilde{R}^w, S^w, \alpha, \) and \(\delta_i\) are known, then \(x_i\) \((1 \leq i \leq n)\) are the only unknown variables. Let all the feasible assignment vectors form the subspace \(\Omega \subseteq \{0,1\}^n\) where \(|\Omega| = \binom{|S^w|}{k}\). If we set \(z_i = x_i\) \((1 \leq i \leq n)\), then each \(z \in \Omega\) corresponds to a feasible assignment vector \(X\). So the problem is to maximize \(\sum_{i=1}^{n} (z_i \cdot b_i) + \beta \) s.t. \(z \in \Omega \subseteq \{0,1\}^n\), which is a 0-1 FP problem.

Our designed algorithm, called \textit{F-score Online Assignment Algorithm}, computes the optimal assignment. In each iteration, it calls the \textit{Update Algorithm},
which leverages the Dinkelbach framework to compute the updated $\delta_{t+1}$. Note that the Dinkelbach framework not only returns the updated $\delta_{t+1}$, but also derives the corresponding assignment $X'$ such that $\delta_{t+1} = \text{F-score}^*(Q^{X'}, \tilde{R}^{X'}, \alpha)$. Thus, at the time that $\delta$ converges, the $\delta^*$ and its corresponding optimal assignment $X^*$ are both returned by the Update Algorithm. Algorithms 2 and 3 give the pseudo-codes of F-score Online Assignment Algorithm and Update Algorithm.

Algorithm 2 is the F-score Online Assignment Algorithm, which iteratively updates $\delta_{\text{init}}$ until convergence. In each iteration (lines 3-9), it first calls the Update Algorithm (the details are introduced in the following two paragraphs) to update $\delta$ (line 5), and then decide whether it converges or not (lines 6-9). Finally, it uses the assignment vector $X$ corresponding to the converging $\delta$ to construct a HIT (lines 10-14). The converging $\delta$ and its corresponding assignment vector $X$ are both optimal (i.e., respectively $\delta^*$ and $X^*$).

As we have proved that that the problem of computing $\lambda_{t+1}$ can be reduced to a 0-1 FP problem (Theorem 4), following the Dinkelbach framework [52] as discussed in Section 3.4.2, the key is to solve the sub-problem $z' = \arg\max_z \sum_{i=1}^n (b_i - \lambda \cdot d_i) \cdot z_i$. In Theorem 3.4, in order to get $z'$, due to the constraint of $\Omega$ (containing all feasible assignments), we should select $k$ tasks in $S^w (q_i \in S^w)$ with the largest values of $(b_i - \lambda \cdot d_i)$.

We present the detailed Update Algorithm in Algorithm 3, which leverages Dinkelbach framework [52] to efficiently compute $\delta_{t+1}$ based on $\delta_t$. For efficiency’s sake it first constructs $\tilde{R}^c$, $\tilde{R}^w$ (lines 5-9), and $b_i$, $d_i$ ($b_i \in S^w$), $\beta$, $\gamma$ (line 10) following the details in Theorem 3.4. Then it iteratively updates $\lambda_{\text{init}}$ until convergence (lines 11-21). In each iteration (lines 13-21), with known $\lambda$, it selects $k$ tasks in $S^w (q_i \in S^w)$ with the largest values of $(b_i - \lambda \cdot d_i)$ (line 14), which needs $\mathcal{O}(n)$ time by PICK algorithm [26]. Then it updates $\lambda$ following Equation 3.19 (line 17). Finally it decides whether it converges or not (lines 18-21).

**Time Complexity:** We analyze the time complexity of F-score Online Assignment
Algorithm 2 F-score Online Assignment (Chapter 3).

Input: $Q^c$, $Q^w$, $\alpha$, $k$, $S^w$

Output: HIT

1: $\delta = 0$; // initialized as 0 ($\delta_{\text{init}} = 0$)
2: while True do
3: $\delta_{\text{pre}} = \delta$
4: // get the updated $\delta_{t+1}$ and its corresponding $X$
5: $X, \delta = \text{Update}(Q^c, Q^w, \alpha, k, S^w, \delta)$ (Algorithm 3)
6: if $\delta_{\text{pre}} == \delta$ then
7: break
8: else
9: $\delta_{\text{pre}} = \delta$
10: end if
11: end while
12: // construct HIT based on the returned $X$
13: for $i = 1$ to $n$ do
14: if $x_i == 1$ then
15: HIT = HIT $\cup \{q_i\}$
16: end if
17: end for
18: return HIT

Algorithm. It is an iterative algorithm, where it runs Update Algorithm in each iteration. Following Dinkelbach framework, Update Algorithm adopts an iterative approach and takes $O(n)$ in each iteration. Suppose F-score Online Assignment Algorithm requires $u$ iterations to converge and Update Algorithm requires $v$ iterations to converge, then the total time complexity is $O(u \cdot v \cdot n)$. We conduct extensive simulated experiments by randomly generating $Q^c$ and $Q^w$ ($n = 2000$), and varying $\alpha \in [0, 1]$, which shows that the bound $u \cdot v <= 10$ in practice (Section 3.7.1).

Example 5. Given $S^w$, $k$, $Q^c$ and $Q^w$ in Figure 3.2, if the evaluation metric is set as F-score with $\alpha = 0.75$, we next derive the optimal assignment for worker $w$. With an initial $\delta_1 = \delta_{\text{init}} = 0$, we need to get $\delta_2$. The brute-force way is to enumerate all 6 feasible assignments, where for the first $X = [1, 1, 0, 0, 0, 0]$, we construct $Q^X$. As $Q_{i1}^X \geq \delta_1 \cdot \alpha = 0$ for all $1 \leq i \leq n$, thus $\hat{R}^X = [1, 1, 1, 1, 1]$ and

---

5Here we present the brute-force way for illustration purpose.
Algorithm 3 Update (Chapter 3).

**Input:** \( Q^c, Q^w, \alpha, k, S^w, \delta \)

**Output:** \( X, \lambda \)

1. \( \lambda = 0 \); // initialized as 0 (\( \lambda_{init} = 0 \))
2. \( X = [ ] \);
3. \( \hat{R}^c = [ ]; \hat{R}^w = [ ]; \)
4. \( b = d = [0, 0, \dots, 0]; \beta = 0; \gamma = 0; \)
5. // construct \( \hat{R}^c (\hat{R}^w) \) by comparing \( Q^c (Q^w) \) with \( \delta \cdot \alpha \); (lines 6-9)
6. for \( i = 1 \) to \( n \) do
7. if \( Q^c_i, 1 \geq \delta \cdot \alpha \) then \( \hat{r}^c_i = 1 \) else \( \hat{r}^c_i = 2 \)
8. end for
9. for \( q_i \in S^w \) do
10. if \( Q^w_i, 1 \geq \delta \cdot \alpha \) then \( \hat{r}^w_i = 1 \) else \( \hat{r}^w_i = 2 \)
11. end for
12. Compute \( b_i, d_i (1 \leq i \leq n) \) and \( \beta, \gamma \) following the proof in Theorem 3.4;
13. // Update \( \lambda \) from \( \lambda_{init} \) until convergence; (line 12-21)
14. while True do
15. \( \lambda_{pre} = \lambda \)
16. compute \( TOP \), a set which contains \( k \) tasks in \( S^w \) that correspond to the highest value of \( b_i - \lambda \cdot d_i \);
17. for \( i = 1 \) to \( n \) do
18. if \( q_i \in TOP \) then \( x_i = 1 \) else \( x_i = 0 \)
19. end for
20. \( \lambda = \frac{\sum_{i=1}^{n} (x_i \cdot b_i) + \beta}{\sum_{i=1}^{n} (x_i \cdot d_i) + \gamma}; \)
21. if \( \lambda_{pre} == \lambda \) then
22. break
23. else
24. \( \lambda_{pre} = \lambda \)
25. end if
26. end while
27. return \( X, \lambda \)

F-score\(^*\)\((Q^X, \hat{R}^X, \alpha) = 0.68. By considering all 6 feasible X, we derive the maximal F-score\(^*\) value, i.e., 0.7, which corresponds to X = [0, 1, 0, 1, 0, 0]. Then \( \delta_2 = 0.7 \) and as \( \delta_2 \neq \delta_1 \), we continue with \( \delta_2 \). Again consider X = [1, 1, 0, 0, 0, 0], as \( \delta_2 \cdot \alpha = 0.525, \) by comparing each \( Q^X_i (1 \leq i \leq n) \) with 0.525, we derive \( \hat{R}^X = [1, 1, 0, 0, 1, 0] \) and F-score\(^*\)\((Q^X, \hat{R}^X, \alpha) = 0.832. By considering all 6 feasible X, the assignment X = [1, 1, 0, 0, 0, 0] corresponds to the maximal F-score\(^*\), and \( \delta_3 = 0.832 \neq \delta_2. In
the third iteration, similarly the assignment \(X = [1, 1, 0, 0, 0, 0]\) corresponds to the 
\(\delta_4 = 0.832\). As \(\delta_4 = \delta_3\), we have \(\delta^* = 0.832\) and return \(X^* = [1, 1, 0, 0, 0, 0]\).

Compared with Accuracy\(^*\) in Example 4, which assigns \(q_2\) and \(q_4\) with the highest 
benefits, here the optimal assignment is \(q_1\) and \(q_2\) if the evaluation metric is F-score\(^*\) 
with \(\alpha = 0.75\). The reason is that \(\alpha = 0.75\) focuses on Precision, and it tries to assign 
tasks such that the estimated probability for the target label \(L_1\) is of high confidence (or 
\(Q_{i,1}\) is high). Thus it is more beneficial to assign \(q_1\) compared with \(q_4\), as \(Q_{1,1}^w (0.818) \geq Q_{4,1}^w (0.75)\).

### 3.6 Computing the Current and Estimated Distribution 
Matrices

In this section, we examine how to compute \(Q^c\) and \(Q^w\) in Section 3.6.1 
and 3.6.3 respectively. Since computing these two matrices requires some pa-
rameters, Section 3.6.2 discusses the parameters and the existing heuristics to 
compute them.

#### 3.6.1 Current Distribution Matrix

When a worker completes a HIT, based on \(D = \{D_1, D_2, \ldots, D_n\}\), we com-
pute the parameters (including prior probability and worker model) and \(Q^c\).
As \(Q^c_{i,j}\) represents the probability that task \(q_i\’s\) true label is \(L_j\), we compute \(Q^c_{i,j}\) 
based on the answer set of \(q_i\), i.e., \(D_i\). From Bayes’ theorem we get

\[
Q^c_{i,j} = P(t_i = j \mid D_i) = \frac{P(D_i \mid t_i = j) \cdot P(t_i = j)}{P(D_i)}. \tag{3.20}
\]

Thus \(Q^c_{i,j} \propto P(D_i \mid t_i = j) \cdot P(t_i = j)\). It means that if we derive \(P(D_i \mid t_i = j) \cdot P(t_i = j)\) for each label \(L_j (1 \leq j \leq \ell)\), then we can normalize and finally get \(Q^c_{i,j}\) for \(1 \leq j \leq \ell\). We next discuss how to compute \(P(t_i = j)\) and \(P(D_i \mid t_i = j)\):

1. \(P(t_i = j)\) is the prior probability which represents that a task’s true label is
$L_j$, and it is commonly regarded as the proportion of tasks whose true label is $L_j$, which is the same among different tasks, so w.l.o.g., we denote $p_j = P(t_i = j)$. Existing works [19, 91, 92, 192] usually estimated the prior as the expected fraction of tasks whose ground truth is label $L_j$, i.e.,

$$p_j = \mathbb{E}\left[\frac{\sum_{i=1}^{n} \mathbb{1}(t_i = j)}{n}\right] = \frac{\sum_{i=1}^{n} Q_{i,j}}{n}. \tag{2}$$

(2) $P(D_i \mid t_i = j)$ is the probability that the answer set for task $q_i$ is $D_i$ given that the task $q_i$’s true label is $L_j$. Assume that the answers in $D_i$ are independently answered by different workers (which was also adopted in [49, 80, 92, 127, 211]). Let $a_{iw}$ denote the index of answered label for $q_i$ by worker $w$, then

$$P(D_i \mid t_i = j) = \prod_{(w,j') \in D_i} P(a_{iw} = j' \mid t_i = j),$$

where $P(a_{iw} = j' \mid t_i = j)$ is the probability that worker $w$ answers label $L_{j'}$ given the true label is $L_j$, which can be expressed by worker model (Section 3.6.2). Initially, $Q^c$ is set as uniform distribution for each task $q_i$, i.e., $Q^c_{i,j} = \frac{1}{\ell}$ for $1 \leq j \leq \ell$.

### 3.6.2 Parameters

For the issue about how to model a worker’s quality, several works [80, 100, 127, 211] define a worker $w$’s quality as a single value $m^w \in [0, 1]$ called Worker Probability (WP) and

$$P(a_{iw} = j' \mid t_i = j) = \begin{cases} m^w, & \text{for } j = j' \\ \frac{1-m^w}{\ell-1}, & \text{for } j \neq j' \end{cases}.$$  

Some other works [19, 92, 200] define a worker $w$’s quality as an $\ell \times \ell$ matrix $M^w$ called Confusion Matrix (CM) and

$$P(a_{iw} = j' \mid t_i = j) = M^w_{j,j'} \text{ for } 1 \leq j, j' \leq \ell.$$
For example, if an application has two labels, an example of WP for worker $w$ is $m_w = 0.6$ and an example of CM for worker $w$ is $M_w = \begin{bmatrix} 0.6 & 0.4 \\ 0.3 & 0.7 \end{bmatrix}$. In experiments (Section 3.7.2) we study the properties of different worker models on real datasets. For the initialization of WP and CM, each worker can be assumed as a perfect worker in the beginning (the assumption made by some prior work, e.g., Ipeirotis et al. [92]). Then for WP, $m_w = 1$; while for CM, $M_{wj} = 1$ for $1 \leq j \leq \ell$ and $M_{wj'} = 0$ for $j \neq j'$. Next Example 6 shows how to compute $Q^c$ based on WP and prior.

**Example 6.** Suppose a task $q_2$ with three labels ($\ell = 3$) has been answered by two workers: $D_2 = \{(w_1, L_3), (w_2, L_1)\}$, where the worker models are $m_{w_1} = 0.7$, $m_{w_2} = 0.6$ and the priors are $p_1 = p_2 = p_3 = \frac{1}{3}$. In order to compute $Q^c_2$, based on Equation 3.20, we get $Q^c_{2,1} = P(t_2 = 1 \mid D_2) \propto P(a_{w_1}^{t_2} = 3 \mid t_2 = 1) \cdot P(a_{w_2}^{t_2} = 1 \mid t_2 = 1) \cdot P(t_2 = 1) = \frac{1-m_{w_1}^{t_2}}{3-1} \cdot m_{w_2} \cdot p_1 = 0.03$ and similarly $Q^c_{2,2} \propto 0.01$, $Q^c_{2,3} \propto 0.0467$. By normalization, we get $Q^c_2 = [0.346, 0.115, 0.539]$.

To compute the worker model and prior parameters, we leverage the EM [49] algorithm, which uses the answer set as input, and adopts an iterative approach (in each iteration, E-step and M-step are applied) to update all parameters until convergence. The EM algorithm has been widely used [19,91,92,192] to infer the parameters and has a fast convergence rate. There are some other works [91,92,169,182,183,200] studying how to derive worker model and prior parameters, and they can be easily adapted to our system. Note that the EM algorithm is run regularly offline (e.g., every 100 answers), thus it could detect the change of workers’ qualities gradually (e.g., at first a worker is a bad worker, and as time goes by, the worker improves his/her quality). It might also be an interesting future work to see whether more recent input from workers should be given a higher weight (e.g., use a time-decaying function to weigh the past input of the worker).
3.6.3 Estimated Distribution Matrix

We next discuss how to compute \( Q^w \) based on \( Q^c \) and \( w \)'s worker model. For each \( q_i \in S^w \), the computation of \( Q^w_i \) consists of two steps: in the first step, we estimate \( l^w_i \), which is denoted as the index of the label that worker \( w \) will answer for \( q_i \); in the second step, we construct an estimated answer set (denoted as \( D^w_i \)) for \( q_i \) by adding a tuple containing \( l^w_i \) into \( D^w_i \), i.e., \( D^w_i = D_i \cup \{(w, l^w_i)\} \), and then \( Q^w_i \) can be computed based on \( D^w_i \). We next talk about the details.

**First Step:** In order to estimate \( l^w_i \), we first compute the label distribution that worker \( w \) will answer \( q_i \). We can derive \( P(a^w_i = j' \mid D_i) \) by considering all possible true labels of task \( q_i \):

\[
P(a^w_i = j' \mid D_i) = \sum_{j=1}^{\ell} P(a^w_i = j' \mid t_i = j, D_i) \cdot P(t_i = j \mid D_i).
\]  

(3.21)

(1) Given \( t_i = j \) is known, \( a^w_i = j' \) is independent of \( D_i \), so \( P(a^w_i = j' \mid t_i = j, D_i) = P(a^w_i = j' \mid t_i = j) \), which can be derived by \( w \)'s worker model. (2) We have \( Q^c_{i,j} = P(t_i = j \mid D_i) \). So we can compute \( P(a^w_i = j' \mid D_i) \) for \( 1 \leq j' \leq \ell \).

Next, we predict \( l^w_i \) by capturing the label distribution, and the weighted random sampling method [59] is leveraged to select a label index \( l^w_i \in \{1, 2, \ldots, \ell\} \), where the label index \( j \) has the probability \( P(a^w_i = j \mid D_i) \) to be sampled out.

**Second Step:** To derive \( Q^w_i \), we first construct \( D^w_i = D_i \cup \{(w, l^w_i)\} \), then \( Q^w_{i,j} = P(t_i = j \mid D^w_i) \propto P(D^w_i \mid t_i = j) \cdot p_j \). Similar to Section 3.6.1, we get \( P(D^w_i \mid t_i = j) = P(a^w_i = l^w_i \mid t_i = j) \cdot \prod_{(w', j') \in D_i} P(a^w_{i,j'} = j' \mid t_i = j) \). Take a further step, by considering Equation 3.20, we get

\[
Q^w_{i,j} \propto Q^c_{i,j} \cdot P(a^w_i = l^w_i \mid t_i = j), 
\]  

(3.22)

thus \( Q^w_i \) can be computed by normalization if we get \( Q^c_{i,j} \cdot P(a^w_i = l^w_i \mid t_i = j) \) for \( 1 \leq j \leq \ell \). We next give an example (Example 7) to show how to compute
Example 7. Given $Q^c$ in Figure 3.2, suppose worker $w$ with $m^w = 0.75$ requests a HIT. To compute $Q^w$, we take $Q^w_1$ as an example. In the first step we derive the label distribution to predict $\ell^w_1$. Following Equation 3.21, $P(a^w_1 = 1 \mid D_1) = \sum_{j=1}^2 P(a^w_1 = 1 \mid t_1 = j) \cdot P(t_1 = j \mid D_1) = 0.75 \cdot 0.8 + 0.25 \cdot 0.2 = 0.65$ and $P(a^w_1 = 2 \mid D_1) = 0.35$, thus the label distribution is $[0.65, 0.35]$. After weighted random sampling, suppose we get $\ell^w_1 = 1$. In the second step, following Equation 3.22, the proportion can be derived by multiplying $P(a^w_1 = 1 \mid t_1 = j)$ to $Q^c_{1,j} (1 \leq j \leq 2)$, which is $(0.8 \cdot 0.75) : (0.2 \cdot 0.25)$. To normalize the proportion, we get $Q^w_2 = [0.923, 0.077]$. Similarly other $Q^w_i$ for $q_i \in S^w$ can be computed and $Q^w$ can be constructed in Figure 3.2.

3.7 Experiments

We have conducted experiments on both simulated datasets (Section 6.1) and real datasets (Section 6.2).

3.7.1 Experiments on Simulated Data

We first describe the experimental settings (Section 6.1.1), then evaluate the performance of F-score* (Section 6.1.2), and finally examine the online assignment algorithms (Section 6.1.3)

Settings for Simulated Data

We show how to generate distribution matrices in simulated experiments. For F-score, as it focuses on a target label ($L_1$), to generate an $n \times 2$ distribution matrix $Q$, each task $q_i$’s ($1 \leq i \leq n$) distribution is generated as follows: first the probability for target label is randomly generated as $Q_{i,1} \in [0, 1]$, then $Q_{i,2} = 1 - Q_{i,1}$. For Accuracy, to generate an $n \times \ell$ distribution matrix $Q$, for each task $q_i$ ($1 \leq i \leq n$), we randomly generate $Q_{i,j} \in [0, 1]$ for $1 \leq j \leq \ell$, and then
normalize \( Q_i \) to get a distribution. To achieve statistical significance, we perform each experiment for 1000 times and record its average value. Experiments are implemented in Python on a 16GB memory Ubuntu server.

**Evaluating Our Techniques for F-Score***

As directly computing \( \mathbb{E} [F-score(T, R, \alpha)] \) is inefficient, an approximation function \( \text{F-score}^*(Q, R, \alpha) \) is proposed in Section 3.4.2. In this section, we evaluate this approximation on randomly generated distribution matrices. We first evaluate the approximation error, and then show the performance of its optimal result vector selection algorithm.

**Approximation Error.** We study how the proposed function \( \text{F-score}^*(Q, R, \alpha) \) is approximate to \( \mathbb{E} [F-score(T, R, \alpha)] \) from Figure 3.3(a)-(c). In Figure 3.3(a), we vary \( \alpha \in [0, 1] \) and \( n \in [20, 50] \) to observe the approximation error. For a fixed \( \alpha \) and \( n \), we randomly generate \( Q \) and result vector \( R \), and record the approximation error \( \epsilon = | \text{F-score}^*(Q, R, \alpha) - \mathbb{E} [F-score(T, R, \alpha)] | \) in the figure (note that the error is averaged over 1000 repeated trials). It shows that as \( n \) varies in \([20, 50]\), the approximation error decreases, and when \( n = 20 \), the errors for different \( \alpha \) are smaller than 0.5%. As \( \alpha \) varies in \([0, 1]\), the average error reaches the highest at around \( \alpha = 0.5 \). Moreover, an interesting observation is that the curve is not symmetric, especially when \( \alpha = 1 \) (which is Precision) and \( \alpha = 0 \) (which is Recall). The reason is as follows:

1. For Precision, we can express \( \mathbb{E} [\text{Precision}(T, R)] \) as

\[
\mathbb{E} \left[ \frac{\sum_{i=1}^{n} I_{\{t_i=1\}} \cdot I_{\{r_i=1\}}}{\sum_{i=1}^{n} I_{\{r_i=1\}}} \right] = \frac{\sum_{i=1}^{n} Q_{i,1} \cdot I_{\{r_i=1\}}}{\sum_{i=1}^{n} Q_{i,1}} = \text{F-score}^*(Q, R, 1),
\]

thus we have \( \epsilon = 0 \) as \( \alpha = 1 \);

2. For Recall, we can express \( \mathbb{E} [\text{Recall}(T, R)] \) as

\[
\mathbb{E} \left[ \frac{\sum_{i=1}^{n} I_{\{t_i=1\}} \cdot I_{\{r_i=1\}}}{\sum_{i=1}^{n} I_{\{t_i=1\}}} \right] \approx \frac{\sum_{i=1}^{n} Q_{i,1} \cdot I_{\{r_i=1\}}}{\sum_{i=1}^{n} Q_{i,1}} = \text{F-score}^*(Q, R, 0),
\]
thus we have $\epsilon \neq 0$ as $\alpha = 0$.

Furthermore, to observe the distribution of $\epsilon$, in Figure 3.3(b), we set $n = 50$ and $\alpha = 0.5$, and record the frequency of $\epsilon$ over 1000 trials. We observe that the error is centered around the mean 0.19%, and ranges from 0% to 0.31%, which
is small and stable. To observe how $\epsilon$ changes for a larger $n$, in Figure 3.3(c) we fix $\alpha = 0.5$ and record $\epsilon$ by varying $n \in [0, 10^3]$. The curve shows that $\epsilon$ consistently decreases and it conforms to the error bound (i.e., $\epsilon = O(n^{-1})$) as derived in Section 3.4.2. Especially when $n = 1000$, the average $\epsilon \leq 0.01\%$, which is fairly small.

To summarize, the proposed function $F^*(Q, R, \alpha)$ (Equation 5.4) is a good approximation of $\mathbb{E}[F\text{-score}(T, R, \alpha)]$ in practice.

**Optimal Result Vector Selection.** In Figure 3.3(d)-(f), we study the result vector selection. Existing works [83, 166, 192] evaluate $F\text{-score}$ by choosing the result of each task as the label with the highest probability. We first study the quality improvement by using our optimal returned result vector algorithm. Let $R^*$ denote the optimal result vector, i.e., $R^* = \arg\max_R F^*(Q, R, \alpha)$. Let $\tilde{R} = [\tilde{r}_1, \tilde{r}_2, \ldots, \tilde{r}_n]$ denote the result vector chosen by the existing works [83, 166, 192], i.e., $\tilde{r}_i = 1$ if $Q_{i,1} \geq Q_{i,2}$ (or $Q_{i,1} \geq 0.5$) and $\tilde{r}_i = 2$ if otherwise. We set $n = 2000$ and vary $\alpha \in [0, 1]$, where for a fixed $\alpha$, we randomly generate $Q$, and respectively compute $R^*$ and $\tilde{R}$ based on $Q$. Then we define the quality improvement $\Delta$ as follows:

$$\Delta = \mathbb{E}[F\text{-score}(T, R^*, \alpha)] - \mathbb{E}[F\text{-score}(T, \tilde{R}, \alpha)], \quad (3.23)$$

and we record $\Delta$ in Figure 3.3(d). It can be observed that $R^*$ improves the quality of $\tilde{R}$ a lot. As $\alpha$ varies in $[0, 1]$, about 25% of the values of $\alpha$ result in an improvement of over 10%. We also observe that the curve is asymmetric bowl-shaped, especially when $\alpha$ is around 0.65, $\Delta$ becomes zero. Next we apply the approximated function $F^*$ to verify this interesting phenomenon in theory. For some unknown $\alpha'$, if $\tilde{R}$ is equal to $R^*$ (or $\tilde{R} = R^*$), (1) as $\tilde{R}$ is constructed by comparing with the threshold 0.5, thus from Theorem 3.2 we know the threshold $\theta = \lambda^* \cdot \alpha' = 0.5$ and
(2) as \( \lambda^* = \text{F-score}^*(Q, R^*, \alpha') \), and \( R^* = \tilde{R} \), we have

\[
\lambda^* = \frac{\sum_{i=1}^{n} \mathbf{1}_{Q_{i,1} \geq 0.5} \cdot Q_{i,1}}{\alpha' \cdot \sum_{i=1}^{n} \mathbf{1}_{Q_{i,1} \geq 0.5} + (1 - \alpha') \cdot \sum_{i=1}^{n} Q_{i,1}}.
\]

Taking \( \lambda^* \cdot \alpha' = 0.5 \) inside, we can obtain \( \sum_{i=1}^{n} Q_{i,1} \cdot \mathbf{1}_{Q_{i,1} \geq 0.5} = 0.5 \cdot \left[ \sum_{i=1}^{n} \mathbf{1}_{Q_{i,1} \geq 0.5} + \left( \frac{1}{n} - 1 \right) \cdot \sum_{i=1}^{n} Q_{i,1} \right] \). Note that as we randomly generate \( Q_{i,1} (1 \leq i \leq n) \) for all tasks, it makes \( Q_{i,1} (1 \leq i \leq n) \) uniformly distributed in \([0, 1]\). Thus if we take the expectation on both sides of the obtained formula, and apply the properties of uniform distribution, we can derive \( 0.75 \cdot \frac{n}{2} = 0.5 \cdot \left[ \frac{n}{2} + \left( \frac{1}{n} - 1 \right) \cdot 0.5 \cdot n \right] \), and then get \( \alpha' = 0.667 \), which verifies our observation (around 0.65).

As the time complexity of optimal vector selection algorithm (Section 3.4.2) is \( O(c \cdot n) \), we next evaluate the bound of \( c \) (#iterations to converge) in Figure 3.3(e). For a fixed \( n = 2000 \), we vary \( \alpha \) from 0 to 1 with a step of 0.1, and for each \( \alpha \), we randomly generate \( Q \) and record \( c \) by running our algorithm. Figure 3.3(e) illustrates the frequency of \( c \) for all \( \alpha \). It can be seen that \( c \leq 15 \) in general (for different \( \alpha \)). To evaluate the efficiency with a larger \( n \), we vary \( n \in [0, 10^4] \) and record the running time in Figure 3.3(f), which shows that the time linearly increases with \( n \), and our algorithm finishes within 0.05s even when \( n \) is large (\( n = 10^4 \)).

**Evaluating Online Assignment’s Efficiency**

We evaluate the online assignment algorithm’s efficiency in Figure 3.4(a)-(d). First we compare different ways of initialization in our algorithm. A basic way is to initialize \( \delta_{\text{init}} = 0 \). By considering that the optimal F-score* for \( Q^X \) may not be far away from the optimal F-score* for \( Q^c \) (as they are only different in \( k \) tasks’ distributions), we propose another way of initialization: \( \delta_{\text{init}}^* = \max R \text{ F-score}^*(Q^c, R, \alpha) \), which can be computed using the optimal result vector selection algorithm (Section 3.4.2). To compare their efficiency, in
Figure 3.4(a) we set \( n = 2000 \), \( k = 20 \), and vary \( \alpha \in [0, 1] \). For a fixed \( \alpha \), we randomly generate \( Q^c \) and a confusion matrix, then \( Q^w \) can be computed (Equation 3.22). We run our algorithm with respective \( \delta_{init} \) and \( \delta'_{init} \) and record the time in Figure 3.4(a). It can be seen that both initializations are efficient (\( \leq 0.3s \)), but there is a sudden increase as \( \alpha \geq 0.95 \) for \( \delta_{init} \) (mainly due to the fact that big \( \alpha \) focuses on Precision, that is, only confident tasks for \( L_1 \) will be returned, which leads to a big \( \delta^* \), and \( \delta_{init} = 0 \) is far away from \( \delta^* \)). For \( \delta'_{init} \), it is steady with different \( \alpha \), as the initialization is computed by considering both \( Q^c \) and \( \alpha \). So we use \( \delta'_{init} \) to initialize in later experiments.

We next evaluate the performance of different \( k \) in Figure 3.4(b). We set \( n = 2000 \) and vary \( k \in [5, 50] \) to observe the assignment’s efficiency, which shows that it is invariant with \( k \). The main reason is that our algorithm iteratively
updates $\delta$, and the update solves a 0-1 FP problem via Dinkelbach framework, which is invariant of the size $k$. To evaluate the bound for $u \cdot v$, in Figure 3.4(c), we set $n = 2000$ and vary $\alpha$ from 0 to 1 with a step of 0.1. For each $\alpha$, we generate $Q^c$ and $Q^w$, and record the frequency of $u \cdot v$ in Figure 3.4(c). It showed that generally $u \cdot v \leq 10$ for different $\alpha$.

We then evaluate the assignment’s efficiency for Accuracy$^*$ and F-score$^*$ with a larger $n$. We set $k = 20$, $\alpha = 0.5$, and vary $n \in [0, 10^4]$ in Figure 3.4(d), which shows that both algorithms are efficient. For example, both of them finish within 0.3s when $n = 10^4$. As reported in [93], the number of HITs for a certain task is usually $\leq 5000$, even for the top invested requesters. Therefore, our assignment algorithms can work well in a real crowdsourcing platform. Moreover, the assignment time both linearly increases for Accuracy$^*$ and F-score$^*$, but with a larger factor in F-score$^*$, as it has to deal with the converging complexity (i.e., $u \cdot v$).

To summarize, the assignment algorithms are both efficient for Accuracy$^*$ and F-score$^*$, and they work well even for a large number of tasks (e.g., $n = 10^4$).

### 3.7.2 Experiments for Real Datasets

We first discuss the experimental setup (Section 6.2.1), then evaluate the properties of different worker models (Section 6.2.2), and finally compare with existing systems (Section 6.2.3).

**Settings for Real Datasets**

We generate five applications from real-world datasets (their ground truth is known for evaluation purposes). The result quality for the first two applications are evaluated in Accuracy, which is introduced as follows:

**Films Poster (FS):** FS uses the top 500 films (with posters) with the highest rat-
ings from IMDB\(^6\). We generate 1,000 tasks, where each task asks the crowd to compare two different films and the coming worker should decide whether one film is published earlier \(<\) or later \(\geq\) than the other.

**Sentiment Analysis (SA):** SA uses the Twitter\(^7\) dataset to label the sentiments of tweets w.r.t. different companies. It contains 5,152 hand-classified tweets. We select 1,000 tweets from them and each task asks the crowd to label the sentiment ("positive", "neutral" or "negative") of a tweet w.r.t. the related company.

The result quality for the other three applications is evaluated in \(F\)-score (with different \(\alpha\)), which is introduced as follows:

**Entity Resolution (ER):** ER uses Product\(^8\) dataset to evaluate whether the descriptions of two products refer to the same product or not. It contains 1,180,452 product pairs. For each pair \((r_1, r_2)\), we compute the Jaccard similarity \(\frac{|r_1 \cap r_2|}{|r_1 \cup r_2|}\) and select 2,000 pairs with similarity \(\geq 0.7\) as our tasks. Each task contains a product pair and the coming worker should decide whether they are "equal" or "non-equal". It is evaluated using balanced \(F\)-score for the "equal" label (\(\alpha = 0.5\)).

**Positive Sentiment Analysis (PSA):** Based on the demand that a company manager may want to select positive sentiment comments for their products with high confidence (emphasizing Precision), we generate PSA by selecting 1,000 tweets related to Apple company from the Twitter\(^7\) dataset. Each task is to ask the crowd about whether the sentiment of a tweet related to Apple is "positive" or "non-positive". As it emphasizes Precision, we set the evaluation metric as \(F\)-score for "positive" where \(\alpha = 0.75\).

**Negative Sentiment Analysis (NSA):** From another perspective, a company manager may want to collect as many negative sentiment comments as possible for their products (emphasizing Recall), then NSA is generated by selecting 1,000 tweets related to Apple company from the Twitter\(^7\) dataset. Each task is to ask

---

\(^6\)http://www.imdb.com/

\(^7\)http://www.sananalytics.com/lab/twitter-sentiment/

\(^8\)http://dbs.uni-leipzig.de/file/Abt-Buy.zip
Table 3.2: The Statistics of Each Application.

<table>
<thead>
<tr>
<th>Data</th>
<th>Labels</th>
<th>n</th>
<th>k</th>
<th>m</th>
<th>B</th>
<th>Evaluation Metric</th>
</tr>
</thead>
<tbody>
<tr>
<td>FS</td>
<td>$L_1 = &quot;&lt;&quot;, L_2 = \geq$</td>
<td>1000</td>
<td>4</td>
<td>750</td>
<td>$15$</td>
<td>Accuracy</td>
</tr>
<tr>
<td>SA</td>
<td>$L_1 =$ “positive”, $L_2 =$ “neutral”, $L_3 =$ “negative”</td>
<td>1000</td>
<td>4</td>
<td>750</td>
<td>$15$</td>
<td>Accuracy</td>
</tr>
<tr>
<td>ER</td>
<td>$L_1 =$ “equal”, $L_2 =$ “non-equal”</td>
<td>2000</td>
<td>4</td>
<td>1500</td>
<td>$30$</td>
<td>$F$-score for $L_1$ $(\alpha = 0.5)$</td>
</tr>
<tr>
<td>PSA</td>
<td>$L_1 =$ “positive”, $L_2 =$ “non-positive”</td>
<td>1000</td>
<td>4</td>
<td>750</td>
<td>$15$</td>
<td>$F$-score for $L_1$ $(\alpha = 0.75)$</td>
</tr>
<tr>
<td>NSA</td>
<td>$L_1 =$ “negative”, $L_2 =$ “non-negative”</td>
<td>1000</td>
<td>4</td>
<td>750</td>
<td>$15$</td>
<td>$F$-score for $L_1$ $(\alpha = 0.25)$</td>
</tr>
</tbody>
</table>

the crowd about whether the sentiment of a tweet related to Apple is “negative” or “non-negative”. It is evaluated using $F$-score for “negative” where $\alpha = 0.25$ (emphasizing Recall).

We compare QASCA with other five systems, i.e., Baseline, CDAS [127], AskIt! [27], MaxMargin and ExpLoss:

(1) Baseline: It randomly assigns $k$ tasks to a coming worker.

(2) CDAS [127]: It adopts a quality-sensitive answering model to measure the confidence of tasks’ current results, and terminates assigning the tasks which have already got confident results. It assigns $k$ non-terminated tasks.

(3) AskIt! [27]: It uses an entropy-like method to define the uncertainty of each task, and assigns $k$ most uncertain tasks.

(4) MaxMargin: It selects the next task with the highest expected marginal improvement, disregarding the characteristics of the worker, and it assigns $k$ selected tasks.

(5) ExpLoss: It selects the next task by considering the expected loss, defined as \[
\min_{j} \sum_{j'=1}^{\ell} p_{j'} \cdot \mathbb{1}_{\{j \neq j'\}} \quad (1 \leq j \leq \ell),
\]
and it assigns $k$ selected tasks.
As workers may vary in quality for different rounds, we need to use the same set of workers in the comparison of all six systems. To achieve this, when worker \( w \) comes, we use each system to assign \( k = 4 \) tasks, then \( k \times 6 = 24 \) tasks are batched into a HIT in a random order and the HIT will be assigned to worker \( w \). Following this way, we can evaluate six systems in a “parallel” way with the same set of workers. We pay each worker $0.12 for doing a HIT, and assign each task to \( z = 3 \) workers on average, which are typical experimental settings in AMT [192, 195]. The detailed settings are listed in Table 3.2. Take FS application as an example: there are \( n = 1000 \) generated tasks, and the “parallel” way assigns \( m = \frac{n \times z}{k} = \frac{1000 \times 3}{4} = 750 \) HITs in total for all six systems, where each system corresponds to \( k = 4 \) tasks in a HIT and each system takes \( B = \frac{m \times 0.12}{6} = \$15 \) for FS. When HITs are finished, we compute the result quality w.r.t. the corresponding evaluation metric based on the tasks’ ground truth and report their comparison results. All the HITs are published during 5:00 pm ∼ 10:00 pm (PDT) on weekdays, and all the crowdsourcing applications are finished within 24 hours. The number of workers participated in five applications FS, SA, ER, PSA and NSA are respectively 97, 101, 193, 104, and 101.

We implement QASCA in Python using the Django web framework, and deploy it on a 16GB memory Ubuntu server. We conduct experiments on a widely-used crowdsourcing platform: AMT. We use the “external-HIT” way provided by AMT which embeds the generated HTML pages (by our server) into its frame and workers directly interact with our server through the frame. When a worker comes, we can identify the worker from the individual worker-id provided by AMT. Then we can dynamically batch the selected tasks (from different systems) in a HIT for the coming worker.

Evaluating Worker Models

In this section, we especially study the selection of worker models in computing the distribution matrix. Recall that Section 3.6.2 reviews two typical
worker models used in existing works: Worker Probability (WP) and Confusion Matrix (CM). Intuitively CM is better than WP as it is more complex. Even though what we observe from real datasets validates the intuition, we try to explain some interesting observations. We first collect the crowd’s answers from the five published applications on AMT.

In Table 3.3, we compare WP and CM on five applications by leveraging the ground truth \( t_i \) of each task. Based on the collected answer set \( D = \{D_1, D_2, \ldots, D_n\} \), for each worker \( w \) we compute the real WP and CM as follows

\[
\begin{align*}
\tilde{m}_w &= \frac{\sum_{i=1}^{n} \mathbb{1}_{(w, t_i) \in D_i}}{\sum_{i=1}^{n} \sum_{j=1}^{\ell} \mathbb{1}_{(w, j) \in D_i}}, \\
\tilde{M}_{i,j',j''} &= \frac{\sum_{i=1}^{n} \mathbb{1}_{(t_i = j') \mathbb{1}_{(w, j'') \in D_i}}}{\sum_{i=1}^{n} \sum_{j''=1}^{\ell} \mathbb{1}_{(w, j'') \in D_i}}.
\end{align*}
\]

(3.24)

We leverage the real priors (computed as \( \tilde{p}_j = \frac{\sum_{i=1}^{n} \mathbb{1}_{(t_i = j)}}{n} \) for \( 1 \leq j \leq \ell \)) and two respective real worker models to derive the distribution matrix based on Equation 3.20, and then the optimal result vector \( R^* \) w.r.t. corresponding evaluation metric can be computed. Finally we evaluate the quality of \( R^* \) using the ground truths. To avoid overfitting, we randomly select 80% of the tasks answered by each worker to compute WP and CM, respectively. The random process is repeated over 1000 trails and we record the average quality of the results in Table 3.3. We observe that CM performs better than WP for SA and ER applications, while they perform approximately the same for the other three applications.

To explain this, we know that \( \tilde{m}_w \) performs equally with \( \tilde{M}_w \) only if the following requirements hold: (1) \( \tilde{M}_{j',j''} = \tilde{M}_{j'',j'} \) for \( j' \neq j \neq j'' \) (non-triangular elements in \( \tilde{M}_w \), which expresses the relations between pairwise labels); (2)
\[ \tilde{M}^w_{j,j} = \tilde{M}^w_{j,j}' \] (triangular elements in \( \tilde{M}^w \), which expresses the difficulty of individual label).

CM is better than WP on SA and ER, as they do not satisfy the above requirements: for SA, if a task’s true label is “positive”, a worker is more likely to answer “neutral” compared with “negative”, i.e., \( \tilde{M}^w_{1,2} > \tilde{M}^w_{1,3} \), which violates the first requirement, as there exists relations between pairwise labels; for ER, two product descriptions are “equal” only if all features (brand, color, etc.) are the same, while they are “non-equal” once a different feature is spotted, which implies that identifying a “non-equal” pair is easier than correctly identifying an “equal” pair, i.e., \( \tilde{M}^w_{1,1} < \tilde{M}^w_{2,2} \) (easier means a higher probability), which violates the second requirement, as different labels have different difficulties.

To summarize, the above observations among labels in the two applications (SA and ER) can only be captured by CM other than WP. However, the labels in the other three applications (FS, PSA and NSA) do not have explicit relations or difficulties, which perform similarly for WP and CM. As CM performs at least as good as WP, we use the CM worker model in later experiments.

**End-to-End Experiments**

We compare QASCA with five other systems on five crowdsourcing applications in AMT.

**Improvement of Optimal Result Selection.** As we have validated the improvement in Section 3.7.1 on simulated datasets, here we further explore its benefit on real datasets. Recall the definition of \( R^* \) and \( \tilde{R} \) in Section 3.7.1.

As the ground truth vector \( T \) is known on real datasets, we define the real quality improvement w.r.t. different result vectors (\( R^* \) and \( \tilde{R} \)) as

\[ \hat{\Lambda} = F\text{-score}(T, R^*, a) - F\text{-score}(T, \tilde{R}, a). \] (3.25)

As HITs are completed, we compute \( R^* \) and \( \tilde{R} \) based on \( Q \) by time, and record \( \hat{\Lambda} \).
at each time-stamp. Finally after all HITs are completed, we report the average \( \hat{\Delta} \) for three applications (i.e., ER, PSA and NSA)\(^9\) with the evaluation metric F-score in Table 3.4. Recall that the three applications ER, PSA and NSA have different \( \alpha \) (i.e., 0.5, 0.75 and 0.25), and their corresponding \( \Delta \) in simulated experiments (Figure 3.3(d)) are around 2%, 1% and 9%, respectively. In Table 3.4, we observe that the average \( \hat{\Delta} \) are larger than zero on all applications, which means that all systems can benefit from choosing the optimal result vector \( R^* \). We also observe that NSA (\( \alpha = 0.25 \)) has a bigger improvement compared with ER and PSA, which conforms to the observation in simulated experiments. Note that the main reason that \( \hat{\Delta} \) may have some differences from \( \Delta \) is that in our simulated experiments, the \( Q_{i1} \) for \( 1 \leq i \leq n \) is uniformly distributed. While in reality, as a task \( q_i \) gets more answers, the computed distribution \( Q_i \) may become more confident (either \( Q_{i1} \) is close to 1 or 0). To summarize, for F-score, all systems can benefit from choosing the optimal result vector \( R^* \) rather than returning a label with the highest probability (\( \tilde{R} \)).

**System Comparison Results.** We next show the main results, i.e., the real result quality compared with other systems on all applications in Figure 3.5(a)-(e). We collect the completed HITs by time and calculate the corresponding result quality based on the derived results of different systems. Since we have shown that the quality improves a lot by selecting the optimal result vector \( R^* \) for F-score\(^*\) both in simulated datasets (Figure 3.3(d)) and real datasets (Table 3.4). To make a fair comparison, we apply this optimization (i.e., selecting \( R^* \)) to all systems

---

\(^9\)In Theorem 3.1 we have proved that \( R^* = \tilde{R} \) for Accuracy\(^*\), so we did not include the applications with the evaluation metric Accuracy (i.e., FS and SA).
Table 3.5: Overall Result Quality (All HITs completed).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>FS</th>
<th>SA</th>
<th>ER</th>
<th>PSA</th>
<th>NSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>86.40%</td>
<td>72.20%</td>
<td>71.07%</td>
<td>80.85%</td>
<td>74.73%</td>
</tr>
<tr>
<td>CDAS</td>
<td>90.20%</td>
<td>73.80%</td>
<td>73.75%</td>
<td>81.58%</td>
<td>75.68%</td>
</tr>
<tr>
<td>AskIt!</td>
<td>87.90%</td>
<td>72.20%</td>
<td>71.78%</td>
<td>81.95%</td>
<td>73.16%</td>
</tr>
<tr>
<td>QASCA</td>
<td>98.30%</td>
<td>84.60%</td>
<td>85.96%</td>
<td>95.70%</td>
<td>86.65%</td>
</tr>
<tr>
<td>MaxMargin</td>
<td>88.00%</td>
<td>73.30%</td>
<td>72.02%</td>
<td>83.92%</td>
<td>75.96%</td>
</tr>
<tr>
<td>ExpLoss</td>
<td>87.30%</td>
<td>72.90%</td>
<td>71.36%</td>
<td>82.43%</td>
<td>73.38%</td>
</tr>
</tbody>
</table>

when the evaluation metric is F-score.

From Figure 3.5(a)-(e), we can observe that in the beginning, when the number of completed HITs is small, all systems have similar performance, as they all do not know much information about tasks or workers. However, QASCA dominates other systems as time goes by. This is because QASCA assigns the best \(k\) tasks for each coming worker to maximize the evaluation metric value (Accuracy\(^*\) or F-score\(^*\)), while other systems do not explicitly consider the impact of evaluation metrics on result quality in their task assignment process. For a clear comparison, Table 3.5 shows the final result quality value when all HITs are completed, and QASCA leads other systems over 8% for all applications. To be specific, QASCA leads the second best system by 8.1%, 10.8%, 12.21%, 11.78% and 10.69% on five real-world datasets (FS, SA, ER, PSA and NSA), respectively. We can also observe that MaxMargin outperforms ExpLoss, as for the inherently ambiguous tasks, they will have high expected loss (ExpLoss will continuously assign them); while the marginal benefit of assigning these tasks will be much lower as more answers are collected (MaxMargin can save the assignments for more beneficial tasks).

We compare the efficiency of different systems in Figure 3.6(a). To make a fair comparison, for an application in each system, we record the worst case assignment time during the assignment process for all HITs. It is shown that all systems are efficient, and the worst case assignment of all systems can be fin-
Figure 3.5: End-to-End System Comparisons.
lished within 0.06s, which is fairly acceptable in real applications. Even though QASCA is less efficient than other systems due to its complexity in assignments, it can significantly improve the result quality (over 8%). The reason why ER runs slower is that it contains 2000 tasks while other applications contain 1000 tasks.

**Estimation of Worker Quality.** We next examine how the estimated quality of workers is different from the real quality of workers\(^\text{10}\) by ranging the percentage of completed HITs. Let us denote the real CM as ̂\(M^w\) and the estimated CM as \(M^w\). For a worker \(w\), we further define the *estimation deviation* of worker quality as the absolute difference of estimated quality and real quality, i.e.,

\[
\frac{1}{\ell \times \ell} \cdot \sum_{j=1}^{\ell} \sum_{j'=-1}^{\ell} |M^w_{j,j'} - ̂M^w_{j,j'}|.
\]

Then we calculate the *mean estimation deviation* by averaging the calculated estimation deviation among all workers. The smaller the mean estimation deviation is, the closer the estimated worker quality (\(M^w\)) is to the real one (̂\(M^w\)). We report the mean estimation deviation by ranging the percentage of completed HITs for all datasets in Figure 3.6(b). It shows that as more HITs are completed, the estimated worker quality gets closer to the real one, which may explain why QASCA performs much better compared with other systems as time goes by. That is, as more HITs are completed, the worker’s quality is more accurately estimated, then QASCA takes the desired quality metric into consideration and can better leverage the estimated worker’s quality to judge how the worker’s answers might affect the quality metric if tasks are assigned. Then it selects the assignment that could maximize the quality metric.

### 3.8 Related Work

Since we have reviewed most of the related works of crowdsourcing in Chapter 2, this section only highlights the part related to evaluation metrics.

\(^{10}\)The real quality of each worker is calculated by leveraging the ground truth \(T\) and the answer set \(D\). We can follow Section 3.7.2 (Equation 3.24) to compute the real CM.
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Figure 3.6: Efficiency and Mean Estimation Deviation.

Accuracy [44,91,92,127,161] and F-score [96,132,155,192,195,199,215] are two widely used evaluation metrics for crowdsourcing applications, where Accuracy evaluates the overall quality and F-score focuses on the quality of a specific label. Note that there are other metrics defined based on different purposes. In entity resolution, there are also several cluster-based metrics, such as K-measure [111], GMD measure [139] and Rand-index [176]. For strings, similarity-based metrics including Jaccard, Dice, Cosine and Edit Distances are defined and used [50, 185,194]. We focus on studying the task-based metrics and propose solutions to estimate the result quality based on distribution matrices.

3.9 Chapter Summary

In this chapter, we have studied the task assignment problem in the task-based setting. To solve the problem, we proposed a novel assignment framework by incorporating evaluation metrics into assignment strategies. We generalized the widely used existing evaluation metrics (Accuracy and F-score) to be able to quantify the result quality w.r.t a distribution matrix. We designed optimal result vector selection algorithms and two respective efficient online assignment algorithms for Accuracy and F-score. We built the QASCA system by integrating our novel assignment framework with AMT, and evaluated our
system on five real applications. The experimental results showed that QASCA achieved much better result quality than existing approaches.

In next chapter, we will focus on studying the task assignment problem in another setting: worker-based setting, i.e., we want to make a wise decision of selecting workers, such that the tasks in hand can be completed successfully and economically by the selected workers.
Chapter 4

Optimal Jury Selection Problem

4.1 Introduction

Due to advances in crowdsourcing technologies, computationally challenging tasks (e.g., sentiment analysis, entity resolution, document translation, etc.) can now be easily performed by human workers on the Internet. As reported by the Amazon Mechanical Turk in August 2012, over 500,000 workers from 190 countries worked on human intelligence tasks (HITs). The large number of workers and HITs have motivated researchers to develop solutions to streamline the crowdsourcing process [33,69,151].

In general, crowdsourcing a set of tasks involves the following steps: (1) distributing tasks to workers; (2) collecting the workers’ answers; (3) deciding final result; and (4) rewarding the workers. An important task assignment problem in the task-base setting is: how should workers be chosen, so that the tasks in hand can be completed with high quality, while minimizing the monetary budget available? A related question, called the Jury Selection Problem (or JSP), has been recently proposed by Cao et al. [33]. Similar to the concept from law courts, a jury, or jury set denotes a subset of workers chosen from the available worker pool. Given a monetary budget and a task, the goal of JSP is to find the jury with the highest
expected performance within the budget constraint. The kind of tasks studied in [33] is called the decision-making task: a question that requires an answer of either yes or no (e.g., “Is Bill Gates still the CEO of Microsoft now?”) and has a definitive ground truth. Decision-making tasks [33] are commonly used in crowdsourcing systems because of their conceptual simplicity. The authors of [33] were the first to propose a system to address JSP for this kind of tasks.

In this chapter, we go beyond [33] and perform a comprehensive investigation of this problem. Particularly, we ask the following questions: (1) Is the solution in [33] optimal? (2) If not, what is an optimal solution for JSP? To understand these issues, let us first illustrate how [33] solves JSP.

Figure 4.1 shows a decision-making task, to be answered by some of the seven workers labeled from A to G where each worker is associated with a quality and a cost. The quality ranges from 0 to 1, indicating the probability that the worker correctly answers a question. This probability can be estimated by using her background information (e.g., her performance in other tasks) [33, 127, 183]. The cost is the amount of monetary reward the worker can get upon finishing a task. In this example, A has a quality of 0.77 and a cost of 9 units. For a jury, the jury cost is defined as the sum of workers’ costs in the jury and the jury quality (or JQ) is defined as the probability that the result returned by aggregating the jury answers is correct. Given a budget of B units, a feasible jury is a jury whose jury cost does not exceed B. For example, if B = $20, then \{B, E, F\} is a feasible jury, since its jury cost, or $5 + $5 + $2 = $12, is not larger than $20.

To solve JSP, a naive solution is to compute the JQ for every feasible jury,
and return the one with the highest JQ. In [33], it studies how to compute JQ for a jury where the jury’s returned result is decided by Majority Voting (MV). In short, MV returns the result as the one corresponding to the most workers. In the following, we consider each worker’s answer as a “vote” for either “yes” or “no”. Let us consider \{B, E, F\} again, the probability that these workers gives a correct result according to MV is \(0.7 \cdot 0.6 \cdot 0.6 + 0.7 \cdot 0.6 \cdot (1 - 0.6) + 0.7 \cdot (1 - 0.6) \cdot 0.6 + (1 - 0.7) \cdot 0.6 \cdot 0.6 = 69.6\%\). Moreover, since \{A, C, G\} yields the highest JQ among all the feasible juries, it is considered to be the best solution by [33].

As illustrated above, MV is used to solve JSP in [33]. In addition to MV, researchers have proposed a variety of voting strategies, such as Bayesian Voting (BV) [127], Randomized Majority Voting [110], and Random Ballot Voting [9]. Like MV, these voting strategies decide the final result of a decision-making task based on the workers’ votes. For example, BV computes the posterior probability of answers according to Bayes’ Theorem [23], based on the workers’ votes, and returns the answer having the largest posterior probability.

In this chapter, we investigate an interesting problem: is it possible to find the optimal voting strategy for JSP among all voting strategies? One simple answer to this question is to consider all voting strategies. However, as listed in Table 4.2, the number of existing strategies is very large. Moreover, multiple new strategies may emerge in the future. We address this question by first studying the criteria of a strategy that produce an optimal solution for JSP (i.e., given a jury, the JQ of the strategy is the highest among all the possible voting strategies). This is done by observing that voting strategies can be classified into two major categories: deterministic and randomized. A deterministic strategy aggregates workers’ answers without any degree of randomness; MV is a typical example of this class. For a randomized strategy, each answer is returned with some probability. Using this classification, we present the criteria required for a voting strategy that leads to the optimal solution for JSP. We discover that BV satisfies the requirements of an optimal strategy. In other words, BV is the
optimal voting strategy with respect to JQ, and will consistently produce better quality juries than the other strategies.

How to solve JSP with BV then? A straightforward solution is to enumerate all feasible juries, and find the one with the largest value of JQ. However, this approach suffers from two major problems:

1. Computing the JQ of a jury for BV requires enumerating an exponentially large number of workers’ answers. In fact, we show that this problem is NP-hard;
2. The number of feasible juries is exponentially large.

To solve Problem 1, we develop a polynomial-time approximation algorithm, which enables a large number of candidate answers to be pruned, without a significant loss of accuracy. We further develop a theoretical error bound of this algorithm. Particularly, our approximate JQ computation algorithm is proved to yield an error of not more than 1%. To tackle Problem 2, we leverage a successful heuristic, the simulated annealing heuristic, by designing local neighborhood search functions. To evaluate our solutions, we have performed extensive evaluation on real and synthetic crowdsourced data. Our experimental results show that our algorithms effectively and efficiently solve JSP. The quality of our solution is also consistently better than that of [33].

We also study how to allow the provider of the tasks to place her confidence information (called prior) on the answers of the task. She may associate a “belief score” on the answers to the tasks, before the crowdsourcing process starts. For instance, in Figure 4.1, if she is more confident that Bill Gates is still the CEO of Microsoft, she can assign 70% to yes, and 30% to no. Intuitively, we prove that under BV, the effect of prior is just the same as regarding the task provider as another worker, having the same quality values as the prior.

Figure 4.1 illustrates our crowdsourcing system, which we called the “Optimal Jury Selection System”. In this system, the task provider published a
decision-making task. Then, based on the workers’ information (i.e., their individual quality and cost), a “budget-quality table” is generated. In this table, each row contains a budget, the computed optimal jury, its estimated jury quality and the required budget for the jury. Based on this table, the task provider can conveniently decide the best budget-quality combination. For example, she may deem that increasing the budget from 15 units to 20 units is not worthwhile, since the quality increases only by around 2.5%. In this example, the task provider selects the jury set \( \{B, C, G\} \) that is the best under a budget of 15 units. This chosen jury set would cost her only 14 units.

Recall that [33] focuses on addressing JSP under MV on decision-making tasks and we address the optimality of JSP on decision-making tasks by considering all voting strategies, where each worker’s quality is modeled as a single parameter. In reality, multiple choice tasks [127, 160, 200] are also commonly used in crowdsourcing and several works [19, 160, 182] model each worker as a confusion matrix rather than a single quality score. We also briefly discuss here the optimality of JSP for other task types and worker models, and how our solutions can be extended to these other variants.

The rest of this chapter is arranged as follows. We describe the data model and the problem definition in Section 4.2. In Section 4.3, we examine the requirements of an optimal voting strategy for JSP, and show that BV satisfies these criteria. We present an efficient algorithm to compute \( \text{JQ} \) of a jury set in Section 4.4 and develop fast solutions to solve JSP in Section 4.5. In Section 4.6, we present our experimental results. We discuss how our solutions can be extended for other task types and worker models in Section 4.7. In Section 4.8, we review the related works and Section 4.9 concludes the chapter.
4.2 Data Model & Problem Definition

We now describe our data model in Section 4.2.1 and define the jury selection problem in Section 4.2.2.

4.2.1 Data Model

In this chapter, we focus on the decision-making tasks where each task has two possible answers (either yes or no). We use 1 and 0 to denote yes and no, respectively. We assume that each task has a latent true answer (or ground truth) \( t \in \{0, 1\} \), which is unknown in advance. The task provider usually assigns a prior on the task, which describes her prior knowledge in the probability distribution of the task’s true answer. We denote the prior by \( \alpha \) where \( \Pr(t = 0) = \alpha \), and \( \Pr(t = 1) = 1 - \alpha \). If the task provider has no prior knowledge for the task, then we assume \( \alpha = 0.5 \).

A jury (or jury set), denoted by \( J \), is a collection of \( n \) workers drawn from a set of \( N \) candidate workers \( W = \{j_1, j_2, \ldots, j_N\} \), i.e., \( J \subseteq W, |J| = n \). Without loss of generality, let \( J = \{j_1, j_2, \ldots, j_n\} \). In order to infer the ground truth \( (t) \), we leverage the collective intelligence of a jury, i.e, we ask each worker to give a vote for the task. We use \( V \), a voting, to denote the set of votes (answers) given by a jury \( J \), and so \( V = \{v_1, v_2, \ldots, v_n\} \) where \( v_i \in \{0, 1\} \) is the vote given by \( j_i \). We assume the independence of each worker’s vote, an assumption also used in [33,92,127,160].

We follow the worker model in previous works [33,127,211], where each worker \( j_i \) is associated with a quality \( q_i \in [0, 1] \) and a cost \( c_i \). The quality \( q_i \) indicates the probability that the worker conducts a correct vote, i.e., \( q_i = \Pr(v_i = t) \), and the cost \( c_i \) represents the money (or incentive) required for \( j_i \) to give a vote. A few works [33,127,183] have recently addressed how to derive the quality and the cost of a worker by leveraging the backgrounds and answering history of individuals. Thus, similar to [33], we assume that they are known in ad-
vance. Also, we have dealt with the simple case that each worker has the same cost requirement in Section 4.5.

We remark that the optimality of JSP and our solutions can be extended to address other task types and worker models used in [19, 127, 160, 160, 182, 200]. We will briefly discuss these extensions in Section 4.7.

4.2.2 Problem Definition

Let $B$ be the budget of a task provider, i.e., a maximum of $B$ cost units can be given to a jury to collect their votes. Our goal is to solve the Jury Selection Problem (denoted by JSP) which selects a jury $J$ under the budget constraint ($\sum_{i \in J} c_i \leq B$) such that the jury’s collective intelligence is maximized.

The collective intelligence of a jury is closely related to the Voting Strategy, denoted by $S$, which estimates the true answer of the task based on the prior, the jury and their votes. We say the estimated true answer is the result of the voting strategy. A detailed discussion about the voting strategy is given in Section 4.3.1.

In order to quantify the jury’s collective intelligence, we define the Jury Quality (or JQ in short) which essentially measures the probability that the result of the voting strategy is correct. The score of JQ is given by function $JQ(J, S, \alpha)$. We will give a precise definition for JQ in Section 4.3.2.

Let $\Theta$ denote the set of all voting strategies and $C$ denote the set of all feasible juries (i.e., $C = \{J \mid J \subseteq W \wedge \sum_{i \in J} c_i \leq B\}$). The aim of JSP is to select the optimal jury $J^*$ such that

$$J^* = \arg\max_{J \in C} \max_{S \in \Theta} JQ(J, S, \alpha) \quad (4.2)$$

Note that existing work [33] only focuses on majority voting strategy (MV).
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Table 4.1: Notations Used in Chapter 4.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>the ground truth for a task, and ( t \in {0,1} )</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>prior given by the task provider, and ( \alpha = \Pr(t = 0) )</td>
</tr>
<tr>
<td>( W )</td>
<td>a set of all candidate workers ( W = {j_1, j_2, \ldots, j_N} )</td>
</tr>
<tr>
<td>( J )</td>
<td>a jury, ( J \subseteq W ) and (</td>
</tr>
<tr>
<td>( V )</td>
<td>a voting given by ( J ), and ( V = {v_1, v_2, \ldots, v_n} )</td>
</tr>
<tr>
<td>( q_i )</td>
<td>the quality of worker ( j_i ) and ( q_i \in [0,1] )</td>
</tr>
<tr>
<td>( c_i )</td>
<td>the cost of worker ( j_i )</td>
</tr>
<tr>
<td>( B )</td>
<td>the budget provided by the task provider</td>
</tr>
<tr>
<td>( \Theta )</td>
<td>a set containing all voting strategies</td>
</tr>
<tr>
<td>( C )</td>
<td>the set of all possible juries within budget constraint</td>
</tr>
</tbody>
</table>

and solves \( \arg\max_{J \in C} JQ(J, MV, 0.5) \), which, as we shall prove later, is sub-optimal for JSP.

In the rest of the chapter, we first discuss how to derive the optimal voting strategy \( S^* \) such that \( JQ(J, S^*, \alpha) = \max_{S \in \Theta} JQ(J, S, \alpha) \) (Section 4.3). We then talk about the computation of \( JQ(J, S^*, \alpha) \) (Section 4.4) and finally address the problem of finding \( J^* \) (Section 4.5).

Table 4.1 summarizes the symbols used in this chapter.

4.3 Optimal Voting Strategy

In this section, we present a detailed description for the voting strategy in Section 4.3.1. We then formally define \( JQ \) in Section 4.3.2. Finally, we give an optimal voting strategy with respect to \( JQ \) in Section 4.3.3.

4.3.1 Voting Strategies

As mentioned, a voting strategy \( S \) gives an estimation of the true answer \( t \) based on the prior \( \alpha \), the jury \( J \) and their votes \( V \). Thus, we model a voting strategy as a function \( S(V, J, \alpha) \), whose result is an estimation of \( t \). Based on
whether the result is given with degree of randomness, we can classify the voting strategies into two categories: \textit{deterministic voting strategy} and \textit{randomized voting strategy}.

\textbf{Definition 4.1.} A deterministic voting strategy $S(V, J, \alpha)$ returns the result as 0 or 1 without any degree of randomness.

\textbf{Definition 4.2.} A randomized voting strategy $S(V, J, \alpha)$ returns the result as 0 with probability $p$ and 1 with probability $1 - p$.

\textbf{Example 8.} The majority voting strategy (or \textit{MV}) is a typical deterministic voting strategy, and it gives result as 0 if more than half of workers vote for 0 (i.e., $\sum_{i=1}^{n} (1 - v_i) \geq \frac{n+1}{2}$); otherwise, the result is 1.

Its randomized counterpart is called randomized majority voting strategy (or \textit{RMV}), which returns the result with probability proportional to the number of votes. That is, \textit{RMV} returns 0 with probability $p = \frac{1}{n} \sum_{i=1}^{n} (1 - v_i)$, and 1 with probability $1 - p$.

Note that randomized strategies are often introduced to improve the error bound for worst-case analysis [123]. And thus, they are widely used when the worst-case performance is the main concern. While in practice, in most of the cases, deterministic strategies are used due to less randomness.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|}
\hline
Deterministic Voting Strategies & Randomized Voting Strategies \\
\hline
Majority Voting (MV) [33] & Randomized Majority Voting (RMV) [110] \\
Bayesian Voting [127] & Triadic Consensus [20] \\
Weighted MV [123] & Randomized Weighted MV [123] \\
\ldots & \ldots \\
\hline
\end{tabular}
\caption{Classification of Voting Strategies.}
\end{table}

Table 4.2 shows a few voting strategies, which are introduced in previous works, and their corresponding category.
4.3.2 Jury Quality

In order to measure the goodness of a voting strategy $S$ for a jury $J$, we introduce a metric called Jury Quality (or $JQ$ in short). We model $JQ$ by a function $JQ(J, S, \alpha)$ which gives the quality score as the probability of drawing a correct result under the voting strategy, i.e.,

$$JQ(J, S, \alpha) = \Pr(S(V, J, \alpha) = t)$$  \hspace{1cm} (4.3)

where $V \in \{0, 1\}^n$ and $t \in \{0, 1\}$ are two random variables corresponding to the unknown jury’s voting, and the task’s latent true answer. For notational convenience, we omit $J$ and $\alpha$ in $S$ when their values are understood and simply write $S(V)$ instead of $S(V, J, \alpha)$.

Let $\mathbb{1}_{\{st\}}$ be the indicator function, which returns 1 if the statement $st$ is true, and 0 otherwise. Let $\Omega$ be the domain of $V$, i.e., $\Omega = \{0, 1\}^n$. $JQ(J, S, \alpha)$ can be rewritten as follows.

$$JQ(J, S, \alpha) = 1 \cdot \Pr(S(V) = t) + 0 \cdot \Pr(S(V) \neq t) = \mathbb{E}[\mathbb{1}_{\{S(V) = t\}}] = \sum_{t \in \{0, 1\}} \sum_{V \in \Omega} \Pr(V = V, t = t) \cdot \mathbb{E}[\mathbb{1}_{\{S(V) = t\}}]$$

We now give a precise definition for $JQ$ as below.

**Definition 4.3 (Jury Quality).** Given a jury $J$ and the prior $\alpha$, the Jury Quality (or $JQ$) for a voting strategy $S$, denoted by $JQ(J, S, \alpha)$, is defined as

$$JQ(J, S, \alpha) = \alpha \cdot \sum_{V \in \Omega} \Pr(V = V | t = 0) \cdot \mathbb{E}[\mathbb{1}_{\{S(V) = 0, t = 0\}}] + (1 - \alpha) \cdot \sum_{V \in \Omega} \Pr(V = V | t = 1) \cdot \mathbb{E}[\mathbb{1}_{\{S(V) = 1, t = 1\}}].$$  \hspace{1cm} (4.4)

For notational convenience, we write $\Pr(V|t = 0)$ instead of $\Pr(V = V|t = 0)$, and $\Pr(V|t = 1)$ instead of $\Pr(V = V|t = 1)$. Next, we give two marks in
computing JQ.

1. Since workers give votes independently, we have

\[
Pr(V \mid t = 0) = \prod_{i=1}^{n} q_i \cdot (1 - v_i) \\
Pr(V \mid t = 1) = \prod_{i=1}^{n} q_i \cdot (1 - q_i) \cdot (1 - v_i)
\]

2. \(E[I_{\{S(V)=0\}}]\) and \(E[I_{\{S(V)=1\}}]\) are either 0 or 1 if \(S\) is a deterministic voting strategy; or value of \(p\) and \(1 - p\) if \(S\) is a randomized voting strategy (refer to Definition 4.2).

We next give an example to illustrate the computation of JQ.

**Example 9.** Suppose \(\alpha = 0.5\) and there are 3 workers in \(J\) with workers’ qualities as 0.9, 0.6, 0.6 respectively. To compute JQ for \(MV\), we enumerate all possible combinations of \(V \in \{0, 1\}^3\) and \(t \in \{0, 1\}\), and show the results in Figure 4.2. The 3rd column in each table represents the probability that a specific combination \((V, t)\) exists. The 4th column shows the result of \(MV\) for each \(V\). The symbol √ indicates whether \(MV\)'s result is correct or not (according to the value of \(t\)). And thus, \(JQ(J, MV, \alpha)\) equals to the summation of probabilities where symbol √ occurs. Take \(V = \{1, 0, 0\}\) and \(t = 0\) as an example. First, \(Pr(V = V, t = 0) = 0.018\). Since \(\sum_3^3 (1 - v_i) = 2 \geq \frac{n + 1}{2} = 2\), we have \(MV(V) = 0 = t\) Thus, the probability 0.018 is added to \(JQ(J, MV, \alpha)\). Similarly, for \(V = \{1, 0, 0\}\) and \(t = 1\), as \(MV(V) = 0 \neq t\), then \(Pr(V = V, t = 1) = 0.072\) will not be added to \(JQ(J, MV, \alpha)\). Considering all \(V\)'s and \(t\)'s, the final \(JQ(J, MV, \alpha) = 79.2\%\).

### 4.3.3 Optimal Voting Strategy

In the last two sections, we present a few voting strategies and define Jury Quality to quantify the goodness of a voting strategy. Thus an interesting question is: does an optimal voting strategy \(S^*\) with respect to JQ exist? That is,
Given any $J$ and $\alpha$, $JQ(J, S^*, \alpha) = \max_{S \in \Theta} JQ(J, S, \alpha)$. Note that if $S^*$ exists, we can then solve JSP without enumerating all voting strategies in $\Theta$ (refer to Definition 4.2).

To answer this question, let us reconsider Definition 4.3 and Equation 4.4. Let $h(V) = \mathbb{E}[\mathbb{1}_{\{S(V) = 0\}}]$. We have (i) $h(V) \in [0, 1]$; and (ii) $\mathbb{E}[\mathbb{1}_{\{S(V) = 1\}}] = 1 - h(V)$. Also, let $P_0(V) = \Pr(V = V, t = 0)$, and $P_1(V) = \Pr(V = V, t = 1)$. Hence, $JQ(J, S, \alpha)$ can be rewritten as

$$\sum_{V \in \Omega} \left[ P_0(V) \cdot h(V) + P_1(V) \cdot (1 - h(V)) \right] = \sum_{V \in \Omega} \left[ h(V) \cdot (P_0(V) - P_1(V)) + P_1(V) \right]$$

This gives us a hint to maximize $JQ(J, S, \alpha)$ and find the optimal voting
strategy $S^*$. Let $h^*(V) = E[I_{S^*(V) = 0}]$. It’s observed that $P_1(V)$ is constant for a given $V$ and $h(V) \in [0, 1]$ for all $S$’s (no matter it’s a deterministic one or a randomized one). Thus, to optimize $JQ(J, S, \alpha)$, it’s required that

1. if $P_0(V) - P_1(V) < 0$, $h^*(V) = 0$, and so, $S^*(V) = 1$;
2. if $P_0(V) - P_1(V) \geq 0$, $h^*(V) = 1$, and so, $S^*(V) = 0$.

We summarize this observation as below.

**Theorem 4.1.** Given $\alpha$, $J$, and $V$, the optimal voting strategy, denoted by $S^*$, decides the result as follows:

1. $S^*(V) = 1$ if $\alpha \cdot \prod_{i=1}^n q_i^{1-v_i} \cdot (1 - q_i)^{v_i} < (1 - \alpha) \cdot \prod_{i=1}^n q_i^{v_i} \cdot (1 - q_i)^{(1-v_i)}$; or
2. $S^*(V) = 0$, otherwise.

Note that $S^*$ is a deterministic voting strategy, and it’s essentially a voting strategy based on the Bayes’ Theorem [57]. The reason is as follows. According to the Bayes’ Theorem, based on the observed voting $V$, $Pr(t = 0|V = V) = P_0(V) / Pr(V = V)$, and similarly $Pr(t = 1|V = V) = P_1(V) / Pr(V = V)$. Therefore, $P_0(V) - P_1(V) < 0$ indicates $Pr(t = 0|V = V) < Pr(t = 1|V = V)$. And so, 1 has a higher probability to be the true answer than 0. Thus, the voting strategy based on the Bayes’ Theorem returns 1 as the result, which is consistent with $S^*$ in Theorem 4.1. Next, we give a formal definition for Bayesian Voting (BV) and summarize the above observation in Theorem 4.1.

**Definition 4.4.** The voting strategy based on the Bayes’ Theorem, denoted by Bayesian Voting (or BV in short), returns the result as 1, if $Pr(t = 0) \cdot Pr(V = V|t = 0) < Pr(t = 1) \cdot Pr(V = V|t = 0)$; or 0, otherwise.

**Corollary 4.1.** BV is optimal with respect to $JQ$, i.e., $S^* = BV$.

Note that the BV is also used in [19, 92, 127]. In the rest of the chapter, we use $S^*$ and BV interchangeably. We remark that the optimality of BV is based
on two assumptions: (1) the prior and workers’ qualities are known in advance; (2) $JQ$ (Definition 4.3) is adopted to measure the goodness of a voting strategy.

**Example 10.** Let us reconsider Figure 4.2 and see how $JQ(J, BV, \alpha)$ is computed. The 5th column shows results given by $BV$. The two numbers in bracket correspond to $P_0(V)$ and $P_1(V)$, respectively. The value in parenthesis is the estimated true answer returned by $BV$. We again use a symbol $\sqrt{\cdot}$ to indicate the correct voting result.

Take $V = \{1, 0, 0\}$ and $t = 0$ as an example. Since $\alpha \cdot (1 - q_1) \cdot q_2 \cdot q_3 = 0.018 < (1 - \alpha) \cdot q_1 \cdot (1 - q_2) \cdot (1 - q_3) = 0.072$, we have $BV(V) = 1 \neq t$, thus $0.018$ is not added into $JQ(J, BV, \alpha)$. Otherwise, for $V = \{1, 0, 0\}$ and $t = 0$, similarly we derive that $0.072$ is added in $JQ(J, BV, \alpha)$. Recall Example 9, when $V = \{1, 0, 0\}$, if we consider two cases of $t$, then $0.072$ is added into $JQ(J, MV, \alpha)$; but here we have seen in Example 9 that $0.018$ is added into $JQ(J, BV, \alpha)$. By considering all $V$ and $t$, we have $JQ(J, BV, \alpha) = 90\% > JQ(J, MV, \alpha) = 79.2\%$.

Intuitively, the reason why $BV$ outperforms other voting strategies is that $BV$ considers the prior and worker’s qualities in deriving the result of a voting $V$, and only the one with larger posterior probability is returned. Thus, it is more likely to return a correct answer than other strategies. For example, assume $\alpha = 0.5$ and the voting $V = \{0, 1, 1\}$ is given by workers with individual quality $0.9$, $0.6$ and $0.6$ respectively. As $0.5 \cdot 0.9 \cdot (1 - 0.6) \cdot (1 - 0.6) > 0.5 \cdot (1 - 0.9) \cdot 0.6 \cdot 0.6$, $BV$ returns 0 as the result. However, $MV$ does not leverage either the prior information or workers’ qualities, and so, it returns 1 as the result, which is given by two lower quality workers.

Before we go on, we would like to discuss the effect of $q_i$ for voting strategies. Intuitively, $q_i < 0.5$ indicates that worker $j_i$ is more likely to give an incorrect answer than a correct one. Thus, we can either simply ignore this worker in the jury selection process, or modify her answer according to the specific voting strategy. For example, for $MV$, we can regard vote 0 as 1 and vote 1 as 0 if the vote is given by a worker whose quality is less than 0.5; for $BV$, according to its definition, it can reinterpret the vote given by a worker with quality $q_i < 0.5$.
as an opposite vote given by a worker with quality $1 - q_i > 0.5$. For example, let us consider $V = \{1, 0, 0\}$ and $t = 1$. Since $j_2$ is a low-quality worker ($q_2 = 0.3 < 0.5$), BV wisely reinterprets her vote by 1 instead of 0 and views it as a vote given by a high-quality worker (it views $V = \{1, 0, 0\}$ as $\{1, 1, 0\}$ voted by $q_1$, $1 - q_2 = 0.7$ and $q_3$). And thus, BV returns the correct result 1. The next lemma states this special property for BV.

**Lemma 4.1.** Given $\alpha$ and $J$. Let $J' = J$ and $V' = V$ except that $q'_{i_0} = 1 - q_{i_0}$ and $v'_{i_0} = 1 - v_{i_0}$ for some $i_0$. The result of $BV$ remains the same, i.e., $BV(V', J', \alpha) = BV(V, J, \alpha)$.

**Proof.** First, we have

$q'_{i_0} (1 - v'_{i_0}) \cdot (1 - q'_{i_0})^{v'_{i_0}} = q_{i_0} (1 - v_{i_0}) \cdot (1 - q_{i_0})^{v_{i_0}}$, and similarly

$q'_{i_0} v'_{i_0} \cdot (1 - q'_{i_0})^{1 - v'_{i_0}} = q_{i_0} v_{i_0} \cdot (1 - q_{i_0})^{1 - v_{i_0}}$. According to Theorem 4.1, we have $BV(V', J', \alpha) = BV(V, J, \alpha)$. \qed

A direct consequence of Lemma 4.1 is as below.

**Corollary 4.2.** Given $\alpha$ and $J$. Let $J' = J$ except that $q'_{i_0} = 1 - q_{i_0}$ for some $i_0$. The score of $JQ$ for $BV$ remains the same, i.e., $JQ(J', BV, \alpha) = JQ(J, BV, \alpha)$.

**Proof.** From Lemma 4.1 we know that for a $V \in \Omega$, $BV(V, J, \alpha) = BV(V', J', \alpha)$ and it is easy to derive

$Pr(V = V, t = 0 \mid J) = Pr(V = V', t = 0 \mid J')$ and

$Pr(V = V, t = 1 \mid J) = Pr(V = V', t = 1 \mid J')$. \(^{11}\) As the mapping $V \rightarrow V'$

\(^{11}\)Note that $Pr(V = V, t = 0 \mid J)$ is the computation of $Pr(V = V, t = 0)$ by leveraging $\alpha$ and the jury set $J$, and similarly $Pr(V = V', t = 0 \mid J')$ is the computation of $Pr(V = V', t = 0)$ by leveraging $\alpha$ and the jury set $J'$. The other two terms $Pr(V = V, t = 1 \mid J)$ and $Pr(V = V', t = 1 \mid J')$ can be derived in the same way.
defines a one-to-one correspondence between $\Omega$ and $\Omega$, thus $JQ(J, BV, \alpha) =$

$$
\sum_{V \in \Omega} \left[ \Pr(V = V, t = 0 \mid J) + \Pr(V = V, t = 1 \mid J) \right] = \sum_{V \in \Omega} \left[ \Pr(V = V', t = 0 \mid J') + \Pr(V = V', t = 1 \mid J') \right] = \sum_{V' \in \Omega} \left[ \Pr(V = V', t = 0 \mid J') + \Pr(V = V', t = 1 \mid J') \right] = JQ(J', BV, \alpha).
$$

\(\square\)

Corollary 4.2 is an important result since once a low-quality worker (i.e., $q_i < 0.5$) is involved, we can transform her to the one with quality of $1 - q_i > 0.5$ without affecting $JQ$ for $BV$. And therefore, in order to simplify our analysis in the next two sections, we assume that $q_i \geq 0.5$ for all workers. In fact, in our experiments with real human workers, we observed that their qualities were generally well above 0.5. We thus assume that $q_i \geq 0.5$ in our subsequent discussions, without loss of generality.

4.4 Computing Jury Quality for Optimal Strategy

In the previous section, we have proved that $BV$ is the optimal voting strategy with respect to $JQ$. And thus, in order to solve JSP, we only need to figure out $J^*$ such that $JQ(J^*, BV, \alpha)$ is maximized. An immediate question is whether $JQ(J, BV, \alpha)$ can be computed efficiently. Unfortunately, we find that computing $JQ(J, BV, \alpha)$ is NP-hard (Section 4.4.1). To alleviate this, we propose an efficient approximation algorithm with theoretical bounds to compute $JQ$ for $BV$ in this section.
4.4.1 NP-hardness of computing $JQ(J, BV, \alpha)$

Note that [33] has previously proposed an efficient algorithm to compute $JQ(J, MV, 0.5)$ in $O(n \log n)$. However, this polynomial algorithm cannot be adapted to compute $JQ$ for BV.

The main reason is that computing $JQ$ for BV is an NP-hard problem, which is denoted as below.

**Theorem 4.2.** Given $\alpha$ and $J$, computing $JQ$ for BV, or $JQ(J, BV, \alpha)$, is NP-hard.

The idea of the proof is that the partition problem [153] (a well-known NP-complete problem) can be reduced to the problem of computing $JQ(J, BV, 0.5)$ for some $J$. And so, the computation of $JQ(J, BV, 0.5)$ is not easier than the partition problem. As computing $JQ(J, BV, 0.5)$ is not in NP (it is not a decision problem), hence the problem of computing $JQ(J, BV, \alpha)$ for $\alpha \in [0, 1]$ is NP-hard.

The partition problem is a decision problem, which is to decide if a given multi-set $W$ of integer values can be partitioned into two disjoint multi-sets $W_1$ and $W_2$ such that the sum of elements in $W_1$ is equal to the sum of elements in $W_2$, i.e., $\sum_{e \in W_1} e = \sum_{e \in W_2} e$. The NP-hard proof of $JQ(J, BV, 0.5)$ is based on the detailed proof Lemma 4.2 (which proves that adding a worker will not decrease the JQ). The basic idea of the reduction is that based on the given $W$, we try to construct a $J$ and $J' = J \cup \{j_{n+1}\}$, then if $JQ$ for BV can be computed (which means that $JQ(J, BV, 0.5)$ and $JQ(J', BV, 0.5)$ can be computed), then the answer (“yes” or “no”) to the partition problem of $W$ can be derived based on whether $JQ(J', BV, 0.5) > JQ(J, BV, 0.5)$ or $JQ(J', BV, 0.5) = JQ(J, BV, 0.5)$.

We formally present our proof below.

**Proof.** Based on the detailed proof in Lemma 4.2, under $\alpha = 0.5$, we know that the JQ will not decrease by adding a worker, and the JQ will increase if there exists a $V \in \Omega$, such that $P(V | t = 0) \cdot (1 - q_{n+1}) < P(V | t = 1) \cdot q_{n+1}$ under the condition that $P(V | t = 0) \geq P(V | t = 1)$. That is, we have to verify the existence
of
\[ 0 \leq \ln \frac{P(V|t = 0)}{P(V|t = 1)} < \ln \frac{q_{n+1}}{1 - q_{n+1}}. \]

By defining \( \sigma(q) = \ln \frac{q}{1 - q} \), \( g(V) = \ln \frac{P(V|t = 0)}{P(V|t = 1)} \), and expand \( P(V|t = 0) \), \( P(V|t = 1) \), then it is transformed to verify the existence of

\[ 0 \leq g(V) = \sum_{i=1}^{n} \left[ (1 - 2v_i) \cdot \sigma(q_i) \right] < \sigma(q_{n+1}). \quad (4.5) \]

That is to say, we need to know if the smallest positive \( g(V) \) is less than \( \sigma(q_{n+1}) \), and we have two observations for \( g(V) \):

(1) for a \( V \in \Omega \), there always exists a \( \overline{V} = \{\overline{v}_1, \ldots, \overline{v}_n\} \in \Omega \), where \( \overline{v}_i = 1 - v_i \) for \( i \in [1, n] \), and as \( 1 - 2\overline{v}_i = 2v_i - 1 \), then \( g(\overline{V}) = -g(V) \), which means that the values for \( g(V) \) where \( V \in \Omega \) are symmetrically distributed around 0, so we only have to verify the existence of

\[ \min_{V \in \Omega} |g(V)| < \sigma(q_{n+1}); \]

(2) for a \( V \in \Omega \), we consider two possible cases for each vote in \( g(V) \):

(i) if \( v_i = 0 \), then \( (1 - 2v_i) \cdot \sigma(q_i) = \sigma(q_i) \) is added;

(ii) if \( v_i = 1 \), then \( -\sigma(q_i) \) is added.

This motivates us to define \( D = \{d_1, d_2 \cdots d_n\} \) for a \( V \), where \( d_i = 1 - 2v_i \) for \( i \in [1, n] \). If we consider all possible \( V \in \Omega \), then \( D \in \{-1, +1\}^n \).

In summary, in order to decide if adding a worker will increase the JQ, we have to verify if

\[ G(J) = \min_{d_i = \{ -1, +1 \}} \left\{ \sum_{i=1}^{n} d_i \cdot \sigma(q_i) \right\} < \sigma(q_{n+1}). \quad (4.6) \]

For example, if \( J = \{j_1, j_2\} \) and \( q_1 = 0.75, q_2 = 0.7 \). Then \( \sigma(q_1) = \ln \frac{0.75}{1 - 0.75} \approx 1.099 \) and \( \sigma(q_2) \approx 0.847 \), so \( G(J) \approx 0.252 \). If we add a worker with quality \( q_3 = 0.6 \), as \( \sigma(q_3) \approx 0.405 > G(J) \), then the JQ will increase, or \( JQ(J', BV, 0.5) = 0.765 > JQ(J, BV, 0.5) = 0.75 \); otherwise, if the added
worker is \( q_3 = 0.55 \), as \( \sigma(q_3) \approx 0.201 \leq G(J) \), then the JQ stays the same, or \( JQ(J', BV, 0.5) = JQ(J, BV, 0.5) = 0.75 \).

Then we can easily derive by proof of contradiction that
(1) \( JQ(J', BV, 0.5) > JQ(J, BV, 0.5) \Rightarrow G(J) < \sigma(q_n+1) \);
(2) \( JQ(J', BV, 0.5) = JQ(J, BV, 0.5) \Rightarrow G(J) \geq \sigma(q_n+1) \).

Given a multi-set \( W = \{ w_1, w_2, \cdots, w_n \} \) containing \( n \) integers, we reduce the partition problem of \( W \) to computing JQ by setting \( \sigma(q_i) = w_i \) for \( i \in [1, n] \), then \( q_i = e^{w_i} \in [0.5, 1] \), and we set \( \sigma(q_{n+1}) = 0.5 \), then \( q_{n+1} = \sqrt{\frac{e}{1+\sqrt{e}}} \in (0.5, 1) \).

Based on our reduction, if JQ is computable, then we can determine whether \( JQ(J', BV, 0.5) \) is greater or equal to \( JQ(J, BV, 0.5) \), which means that whether the following Equation
\[
G(J) = \min_{d_i \in \{ -1, +1 \}} | \sum_{i=1}^n d_i \cdot w_i | < 0.5
\]
satisfies or not can be determined. Consider two cases:
(1) \( G(J) < 0.5 \), as \( G(J) \) is a non-negative integer, then \( G(J) = 0 \), i.e., \( \min_{d_i \in \{ -1, +1 \}} | \sum_{i=1}^n d_i \cdot w_i | = 0 \), so the answer to the partition problem of \( W \) is “yes”, as \( d_i = 1 \) or \(-1\) can be regarded as the partition;
(2) \( G(J) \geq 0.5 \), then we can derive \( G(J) \neq 0 \), and the answer to the partition problem of \( W \) is “no” (since if the answer is “yes”, then \( G(J) \) must be 0).

In summary, by the reduction we have
(1) \( JQ(J', BV, 0.5) > JQ(J, BV, 0.5) \Rightarrow G(J) < 0.5 \Rightarrow G(J) = 0 \Rightarrow \) the answer to the partition problem of \( W \) is “yes”;
(2) \( JQ(J', BV, 0.5) = JQ(J, BV, 0.5) \Rightarrow G(J) \geq 0.5 \Rightarrow G(J) \neq 0 \Rightarrow \) the answer to the partition problem of \( W \) is “no”.

Thus we have proved the reduction from computing JQ to the partition problem.
Due to this hardness result, we propose an approximation algorithm. We first discuss the computation of $JQ(J, BV, 0.5)$ in Section 4.4.2 and 4.4.3, and give its approximation error bound in Section 4.4.4. Finally, we briefly discuss how to adapt the algorithm to $\alpha \in [0, 1]$ in Section 4.4.5.

4.4.2 Analysis of Computing $JQ(J, BV, 0.5)$

Let us first give some basic analysis for computing $JQ(J, BV, 0.5)$ before we introduce our approximation algorithm. To facilitate our analysis, we first define a few symbols.

- $A_0(V) = 0.5 \cdot \Pr(V | t = 0) \cdot I_{\{BV(V) = 0\}}$;
- $A_1(V) = 0.5 \cdot \Pr(V | t = 1) \cdot I_{\{BV(V) = 1\}}$;
- $\bar{V} = \{\bar{v}_1, \bar{v}_2, \ldots, \bar{v}_n\}$, where $\bar{v}_i = 1 - v_i$ ($1 \leq i \leq n$).

From Figure 4.2 we observe that $A_0(V) = A_1(\bar{V})$. For example, $A_0(\{0, 1, 0\}) = A_1(\{1, 0, 1\}) = 0.108$ and $A_0(\{1, 0, 1\}) = A_1(\{0, 1, 0\}) = 0$. The observation motivates us to consider $A_0(V)$ and $A_1(\bar{V})$ together, and we can prove that

$$JQ(J, BV, 0.5) = \sum_{V \in \Omega} \left[ A_0(V) + A_1(V) \right]$$

$$= \sum_{V \in \Omega} \left[ A_0(V) + A_1(\bar{V}) \right], \quad (4.7)$$

as $V \to \bar{V}$ defines a one-to-one correspondence between $\Omega$ and $\bar{\Omega}$.

We further define $u(V)$ and $w(V)$ as follows.

$$u(V) = \ln \Pr(V|t = 0) = \sum_{i=1}^n \left[ (1 - v_i) \ln q_i + v_i \ln (1 - q_i) \right],$$

$$w(V) = \ln \Pr(V|t = 1) = \sum_{i=1}^n \left[ v_i \ln q_i + (1 - v_i) \ln (1 - q_i) \right].$$

Let $R(V) = u(V) - w(V)$ and $\sigma(q_i) = \ln \frac{q_i}{1 - q_i}$ (as $q_i \geq 0.5, \sigma(q_i) \geq 0$), we have
\[
\begin{array}{|c|c|c|c|}
\hline
R(V) = u(V) - w(V) & A_0(V) & A_1(V) & A_0(V) + A_1(\overline{V}) \\
\hline
R(V) > 0 & e^{u(V)/2} & e^{u(V)/2} & e^{u(V)} \\
R(V) = 0 & e^{u(V)/2} & 0 & e^{u(V)/2} \\
R(V) < 0 & 0 & 0 & 0 \\
\hline
\end{array}
\]

Figure 4.3: Expressing \( A_0(V) + A_1(\overline{V}) \) using \( R(V) \) and \( u(V) \).

\[
R(V) = \sum_{i=1}^{n} (1 - 2v_i) \cdot \sigma(q_i), \quad e^{u(V)} = \prod_{i=1}^{n} q_i^{1-v_i} \cdot (1 - q_i)^{v_i}. \tag{4.8}
\]

As illustrated in Figure 4.3, we can express \( A_0(V) + A_1(\overline{V}) \) based on the sign of \( R(V) \) and the value of \( u(V) \). \(^{12}\)

\[
JQ(J, BV, 0.5) = \sum_{V \in \Omega} \left[ \mathbb{I}_{\{R(V) > 0\}} \cdot e^{u(V)} + \mathbb{I}_{\{R(V) = 0\}} \cdot \frac{e^{w(V)}}{2} \right].
\]

Motivated by the above formula, we can apply an iterative approach which expands \( J \) with one more worker at each iteration and thus compute \( JQ(J, BV, 0.5) \) in \( n \) total iterations. In the \( k \)-th iteration, we consider \( V^k \in \{0, 1\}^k \).

We aim to construct a map structure with \((key, prob)\) pairs, where the domain of \( key \) is \( \{R(V^k) \mid V^k \in \{0, 1\}^k\} \), and the corresponding value of the \( key \), or \( prob \) is

\[
prob = \sum_{R(V^k) = key \land V^l \in \{0, 1\}^k} e^{u(V^k)}. \tag{4.9}
\]

Suppose in the \( k \)-th iteration, such a map structure is constructed. Then in the next iteration, we can generate a new map structure from the old map structure: for each \((key, prob)\) in the old map structure, based on the possible choices of \( v_{k+1} \) and by considering two formulas in Equation 4.8, we have

1. for \( v_{k+1} = 0 \), the new key \( key + \sigma(q_{k+1}) \) is generated and \( prob \cdot q_{k+1} \) is added to the prob of the new key;

2. for \( v_{k+1} = 1 \), the new key \( key - \sigma(q_{k+1}) \) is generated and \( prob \cdot (1 - q_{k+1}) \)

\(^{12}\)Note that the reason why \( A_0(V) \neq A_1(\overline{V}) \) when \( u(V) = w(V) \) is that as \( 0.5 \cdot e^{w(V)} = 0.5 \cdot e^{w(V)} \), based on Theorem 4.1, \( BV(V) = BV(\overline{V}) = 0 \), so \( A_0(V) = 0.5 \cdot e^{w(V)} \) and \( A_1(\overline{V}) = 0 \).
Example 11. We give an example to illustrate the above process in Figure 4.4, where \( n = 2 \) and \( \sigma(q_1) = \sigma(q_2) = 1.2 \). In the figure, each pair is represented as "(key, prob)". Starting from (0,1), for \( v_1 = 0 \) and \( v_1 = 1 \), it respectively creates \((\sigma(q_1) : q_1)\) and \( (\sigma(q_1) : (1 - q_1)) \) in the first iteration. Then it leverages the stored (key, prob) pair to generate new pairs in the second iteration by considering different \( v_2 \). Note that as \( \sigma(q_1) = \sigma(q_2) \), if \((\sigma(q_1), q_1)\) takes \( v_2 = 1 \) and \((\sigma(q_1), (1 - q_1))\) takes \( v_2 = 0 \), then they go to the same key = 0, and their new prob, \( q_1 \cdot (1 - q_2) \) and \( (1 - q_1) \cdot q_2 \) are added together.

4.4.3 Bucket-Based Approximation Algorithm

By our intractability result for JQ we know that the domain of keys, or \( \{R(V) \mid V \in \{0,1\}^n\} \) is exponential. In order to address this issue, we set a controllable parameter \( numBuckets \) and map \( \sigma(q_i) \) to a bucket integer \( b_i \in [0, numBuckets] \), where the interval between adjacent buckets, called bucket-size (denoted as \( \delta \)) is the same. Suppose \( numBuckets = d \cdot n \), i.e., a constant multiple of the number of jury members, then, for each iteration, the number of possible values in the key is bounded by \( 2dn^2 + 1 \) (in the range \([-dn^2, dn^2]\)). Considering all \( n \) iterations, the time complexity is bounded by \( O dn^3 \), which is of polynomial order.
We detail this process in Algorithm 4. To start with, the function GetBucketArray assigns $b_i$ to worker $j_i$ based on $\sigma(q_i)$. The computation of $b_i$ proceeds as follows. At first, we fix a range $[0, upper]$ where $upper = \max_{i \in [1, n]} \{\sigma(q_i)\}$. Then, we divide the range into $numBuckets$ of buckets with equal length, denoted by $\delta = \frac{upper}{numBuckets}$. Finally, each worker $j_i$’s bucket number $b_i$ is assigned to its closet bucket: $b_i = \left\lceil \frac{\sigma(q_i)}{\delta} - \frac{1}{2} \right\rceil$. Figure 4.5 illustrates an example where $numBuckets = 4$. Since $\sigma(q_1)$ is the closest to bucket number 2, so $b_1 = 2$, and similarly $b_2 = 3$.

After mapping each worker to a bucket $b_i$, we iterate over $n$ workers (step 7-20). For a given worker $j_i$, based on each $(key, prob)$ pair in the stored map $SM$, we update $key$ and $prob$, based on two possible values of $v_i$ (steps 14-19)\(^{13}\) in the new map $M$. $SM$ will then be updated as the newly derived map $M$ for next iteration (step 20). Finally, the $(key, value)$ pairs in $SM$ are used in the evaluation of the Jury Quality (steps 21-25), based on the cases in Figure 4.3.

**Pruning Techniques.** We can further improve the running time of the approximation algorithm by applying some pruning techniques in Algorithm 6, in order to prune redundant computations. For example, assume $n = 5$, and the derived $b = [3, 7, 4, 3, 2]$. In the second iteration, consider the $key = 3 + 7 = 10$ ($v_1 = 0$ and $v_2 = 0$). No matter what the rest of the three votes are, the aggregated buckets cannot be negative (since $4 + 3 + 2 = 9 < 10$), so we can safely prune the search space for $key = 10$ (which takes $2^3 = 8$ computations). To fur-

\(^{13}\)Note that as we only care about the sign ($+$, 0 or $-$) of $R(V)$, we approximate $\sigma(q_i)$ as $\delta \cdot b_i$, we can map $\sigma(q_i)$ to $b_i$ and add/subtract the integer $b_i$. 

---

**Figure 4.5: Principle of the Bucket Array.**
Algorithm 4 EstimateJQ (Chapter 4).

Input: \( J = \{ j_1, j_2 \cdots j_n \}, \) numBuckets, \( n \)

Output: \( \hat{JQ} \)

1: \( b = \text{GetBucketArray}(J, \text{numBuckets}, n); \)
2: \( b = \text{Sort}(b); // \) sort in decreasing order, for pruning
3: \( J = \text{Sort}(J); // \) sort based on worker quality, similar as above
4: \( \text{aggregate} = \text{AggregateBucket}(b, n); // \) for pruning
5: \( \hat{JQ} = 0; // \) estimated JQ
6: \( SM[0] = 1; // \) initialize a map structure
7: \( \text{for} \ i = 1 \text{ to } n \ \text{do} \)
8: \( M = \text{map}(); // \) initialize an empty map structure
9: \( \text{for} \ (\text{key}, \text{prob}) \in SM \ \text{do} \)
10: \( \text{flag, value} = \text{Prune}(\text{key}, \text{prob}, \text{aggregate}[i]); \)
11: \( \text{if} \ \text{flag} = \text{true} \ \text{then} \)
12: \( \hat{JQ} += \text{value}; \)
13: \( \text{continue} // \) for pruning
14: \( \text{end if} \)
15: \( \text{if} \ \text{key} + b[i] \notin M \ \text{then} \)
16: \( M[\text{key} + b[i]] = 0; \)
17: \( \text{end if} \)
18: \( M[\text{key} + b[i]] += \text{prob} \cdot q_i; // \) for \( v_i = 0 \)
19: \( \text{if} \ \text{key} - b[i] \notin M \ \text{then} \)
20: \( M[\text{key} - b[i]] = 0; \)
21: \( \text{end if} \)
22: \( M[\text{key} - b[i]] += \text{prob} \cdot (1 - q_i); // \) for \( v_i = 1 \)
23: \( \text{end for} \)
24: \( SM = M; \)
25: \( \text{end for} \)
26: \( \text{for} \ (\text{key}, \text{prob}) \in SM \ \text{do} \)
27: \( \text{if} \ \text{key} > 0 \ \text{then} \)
28: \( \hat{JQ} += \text{prob}; \)
29: \( \text{end if} \)
30: \( \text{if} \ \text{key} = 0 \ \text{then} \)
31: \( \hat{JQ} += 0.5 \cdot \text{prob}; \)
32: \( \text{end if} \)
33: \( \text{end for} \)
34: \( \text{return} \ \hat{JQ}; \)
Algorithm 5 GetBucketArray (Chapter 4).

Input: $J = \{j_1, j_2, \cdots, j_n\}, \text{numBuckets}, n$

Output: $b$

1: $b = [0, 0, \cdots, 0]$; // $n$ elements, all 0
2: upper = $\max_{i \in [1,n]} \sigma(q_i)$; // compute upper
3: $\delta = \frac{\text{upper}}{\text{numBuckets}}$; // bucket size
4: for $i = 1$ to $n$ do
5: $b[i] = \left\lceil \frac{\sigma(q_i)}{\delta} - \frac{1}{2} \right\rceil$; // or $b_i$ in our explanation
6: end for
7: return $b$;

Algorithm 6 Pruning Techniques (Chapter 4).

```python
def AggregateBucket(b, n):
    aggregate = [0, 0, \cdots, 0]; // $n$ elements, all 0
    for $i =$ n to 1 do
        if $i =$ n then
            aggregate[$i$] = $b[i]$;
        else
            aggregate[$i$] = aggregate[$i + 1$] + $b[i]$;
        end if
    end for
    return aggregate

def Prune(key, prob, number):
    flag = false;
    if $key > 0$ and $key - number > 0$ then
        flag = true; value = prob;
    end if
    if $key < 0$ and $key + number < 0$ then
        flag = true; value = 0;
    end if
    return flag, value;
```

ther increase the efficiency, in Algorithm 6 we first sort the bucket array and $J$ in decreasing order (step 2-3), guaranteeing that the highest bucket is considered first, and then compute the aggregate array via AggregateBucket (step 4), which makes the pruning phase (step 10-13) more efficient. The function Prune uses aggregate to decide whether to prune or not.
4.4.4 Approximation Error Bound

Let \( \hat{JQ} \) denotes the estimated value returned by Algorithm 4, and \( JQ \) denotes the real Jury Quality. We evaluate the additive error bound on \(|JQ - \hat{JQ}|\) and can prove that:

\[
\hat{JQ} \leq JQ \quad \text{and} \quad JQ - \hat{JQ} < e^{\frac{\delta n}{d}} - 1, \quad (4.10)
\]

where \( n \) is the number of workers and \( \delta = \frac{\text{upper}}{d \cdot n} \) is the bucketsize. We give detailed proof below:

Proof. For a \( V \in \Omega \), let \( \overline{V} = \{ \overline{v}_1, \ldots, \overline{v}_n \} \), where \( \overline{v}_i = 1 - v_i \) for \( i \in [1,n] \). Recall the definition of \( A_0(V), A_1(V), u(V), w(V) \) and \( R(V) \) in Section 4.4.2, we express \( A_0(V) + A_1(V) + A_0(\overline{V}) + A_1(\overline{V}) \) by \( u(V) \) and \( w(V) \) based on different signs of \( R(V) \) in Figure 4.6. It is easy to verify that if we denote \( \tilde{\Omega} = \{0\} \times \{0,1\}^{n-1} \) (\( |\tilde{\Omega}| = 2^{(n-1)} \)), then

\[
JQ(J, BV, 0.5) = \sum_{V \in \tilde{\Omega}} [A_0(V) + A_1(V) + A_0(\overline{V}) + A_1(\overline{V})].
\]

For a \( V \in \tilde{\Omega} \), let us denote \( T(V) = A_0(V) + A_1(V) + A_0(\overline{V}) + A_1(\overline{V}) \), and from Figure 4.6 we can derive that \( T(V) = \max\{e^u(V), e^w(V)\} \). We can also get

\[
JQ(J, BV, 0.5) = \sum_{V \in \tilde{\Omega}} T(V).
\]

Recall Algorithm 4, which makes concessions and map \( \sigma(q_i) \) to a bucket number \( b_i \), where each bucket is of size \( \delta \). So it approximates \( \sigma(q_i) \) by \( \delta b_i \). Thus if we denote

\[
\hat{R}(V) = \sum_{i=1}^{n} [(1 - 2v_i) \cdot \delta b_i],
\]

then based on the sign of \( \hat{R}(V) \), the values of \( \hat{A}_0(V), \hat{A}_1(V), \hat{A}_0(\overline{V}) \) and \( \hat{A}_1(\overline{V}) \) are expressed in Figure 4.7. Let us denote \( \hat{T}(V) = \hat{A}_0(V) + \hat{A}_1(V) + \hat{A}_0(\overline{V}) + \hat{A}_1(\overline{V}) \). Thus based on the sign (+, 0, or −) of \( \hat{R}(V) \), the value of \( \hat{T}(V) \) will be
<table>
<thead>
<tr>
<th>$R(V)$</th>
<th>$A_0(V)$</th>
<th>$A_1(V)$</th>
<th>$A_0(\overline{V})$</th>
<th>$A_1(\overline{V})$</th>
<th>sum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R(V) &gt; 0$</td>
<td>$e^u(V)/2$</td>
<td>$0$</td>
<td>$0$</td>
<td>$e^u(V)/2$</td>
<td>$e^u(V)$</td>
</tr>
<tr>
<td>$R(V) = 0$</td>
<td>$e^u(V)/2$</td>
<td>$e^w(V)/2$</td>
<td>$0$</td>
<td>$0$</td>
<td>$(e^u(V) + e^w(V))/2$</td>
</tr>
<tr>
<td>$R(V) &lt; 0$</td>
<td>$0$</td>
<td>$e^w(V)/2$</td>
<td>$e^w(V)/2$</td>
<td>$0$</td>
<td>$e^w(V)$</td>
</tr>
</tbody>
</table>

Figure 4.6: Illustrating $A_0(V)$, $A_1(V)$, $A_0(\overline{V})$, and $A_1(\overline{V})$.

$(e^u(V), e^u(V) + e^w(V), \text{ or } e^w(V))$ as Figure 4.7 shows, which is the same as Figure 4.6, as Algorithm 4 only makes concessions to the key by approximating $R(V)$ as $\hat{R}(V)$. Then the estimated

$$\hat{JQ}(J, BV, 0.5) = \sum_{V \in \tilde{\Omega}} \hat{T}(V)$$

So we try to find an error bound for the real $T(V)$ in $JQ$ and computed $\hat{T}(V)$ in $\hat{JQ}$, i.e., $|T(V) - \hat{T}(V)|$.

From the analysis above we know that $T(V) = \max\{e^u(V), e^w(V)\}$ and the error occurs when the sign of $\hat{R}(V)$ is different from the sign of $R(V)$. For example, if $R(V) > 0$ (i.e., $u(V) > w(V)$), then $T(V) = e^u(V)$ as Figure 4.6 shows; while if the estimated $\hat{R}(V) \leq 0$, say $\hat{R}(V) = 0$, then $\hat{T}(V) = e^u(V) + e^w(V)/2 < e^u(V)$ as Figure 4.7 shows. Since $T(V) = \max\{e^u(V), e^w(V)\}$, then $\hat{T}(V) \leq T(V)$, thus $\hat{JQ}(J, BV, 0.5) \leq JQ(J, BV, 0.5)$.

Generally, we can derive that

1. $\hat{T}(V) \leq T(V)$ and $\hat{JQ}(J, BV, 0.5) \leq JQ(J, BV, 0.5)$;
2. the error occurs if there exists a $V \in \tilde{\Omega}$, such that the sign of $\hat{R}(V)$ is different from the sign of $R(V)$, and the error, or $T(V) - \hat{T}(V)$ is bounded by the value $|e^u(V) - e^w(V)|$.

From Algorithm 4 we know that $|\sigma(q_i) - \delta b_i| \leq \frac{\epsilon}{2}$ for any worker ($i \in [1,n]$).
As we have

\[ |R(V) - \hat{R}(V)| = |\sum_{i=1}^{n} (1 - 2v_i) \cdot (\sigma(q_i) - \delta b_i)| \]
\[ \leq \sum_{i=1}^{n} |(1 - 2v_i) \cdot (\sigma(q_i) - \delta b_i)| \]
\[ = \sum_{i=1}^{n} |\sigma(q_i) - \delta b_i| \leq \frac{n\delta}{2}, \]

then we can derive that if \(|R(V)| > \frac{n\delta}{2}\), the signs of \(R(V)\) and \(\hat{R}(V)\) are the same. So we try to know the bound of \(|e^u(V) - e^w(V)|\) under the constraint \(|R(V)| = |u(V) - w(V)| \leq \frac{n\delta}{2}\). Note that we also have \(u(V) + w(V) = \sum_{i=1}^{n} [\ln q_i + \ln(1 - q_i)] = \sum_{i=1}^{n} \ln [q_i \cdot (1 - q_i)] \leq -n \ln 4.\)

So the problem is, what is the bound for \(|e^u(V) - e^w(V)|\) with the constraint below?

\[
\begin{align*}
-\frac{n\delta}{2} & \leq u(V) - w(V) \leq \frac{n\delta}{2}, \quad (1) \\
u(V) + w(V) & \leq -n \ln 4. \quad (2)
\end{align*}
\]

Let us denote \(u(V) + w(V) = \ln c\), then from (2) we get \(c \leq \frac{1}{n}\), and as \(w(V) = \ln c - u(V)\), we get

\[ |e^u(V) - e^w(V)| = |e^u(V) - \frac{c}{e^u(V)}|. \]

It is easy to know that \(g(x) = x - \frac{c}{x} (c > 0)\) is a strictly increasing function in the domain \(x > 0\) (as \(g'(x) = 1 + \frac{c^2}{x^2} > 0\) for \(x > 0\)). And take \(w(V) = \ln c - u(V)\)
\[ \ln \frac{c}{2} - \frac{n\sigma}{4} \leq u(V) \leq \ln \frac{c}{2} + \frac{n\sigma}{4}, \]

then we get
\[ |e^{u(V)} - \frac{c}{e^{u(V)}}| \leq \sqrt{c} \cdot e^{\frac{n\delta}{2}} - \sqrt{c} \cdot e^{-\frac{n\delta}{2}}. \]

By setting \( e^{\frac{n\delta}{2}} = 1 + \epsilon \), we get
\[ |e^{u(V)} - e^{w(V)}| \leq \sqrt{c} \cdot e^{\frac{n\delta}{2}} - \sqrt{c} \cdot e^{-\frac{n\delta}{2}} = \sqrt{c} \cdot e \cdot (1 + \frac{1}{1+\epsilon}) \]
\[ < 2\sqrt{c} \cdot (e^{\frac{n\delta}{2}} - 1) \leq \frac{1}{2^{n-1}} \cdot (e^{\frac{n\delta}{2}} - 1). \]

So given \( V \in \tilde{\Omega} \), we have computed the bound for \( T(V) - \hat{T}(V) \). As \( |\tilde{\Omega}| = 2^{(n-1)} \), then by considering all \( 2^{(n-1)} \) terms, the error is bounded by
\[ JQ(J, BV, 0.5) - \hat{JQ}(J, BV, 0.5) \]
\[ < \sum_{V \in \tilde{\Omega}} \frac{1}{2^{n-1}} \cdot (e^{\frac{n\delta}{2}} - 1) = e^{\frac{n\delta}{2}} - 1. \]

\[ \Box \]

We next show that the bound is very small (< 1\% by setting \( d \geq 200 \)) in real cases. First we notice that (i) \( \sigma(q) \) is a strictly increasing function and (ii) \( \sigma(0.99) < 5 \). So let us assume \( \text{upper} < 5 \). We can safely make the assumption, since if not, there exists a worker of quality \( q_i > 0.99 \), and then \( JQ \in (0.99, 1] \), as Lemma 4.2 will show. Then we can just return \( \hat{JQ} = q_i > 0.99 \), which makes \( \hat{JQ} < 1\% \). After dividing the interval \([0, \text{upper}]\) into \( d \cdot n \) equal buckets, we have \( \delta < \frac{5}{\sqrt{d}} \). Using this \( \delta \) bound in Equation 4.11, we have \( \hat{JQ} < e^{\frac{n\delta}{2}} - 1 \). By setting \( d \geq 200 \), the bound is \( \hat{JQ} < 0.627\% < 1\%. \)
In the previous section, we have assumed a prior $\alpha = 0.5$. Here, we drop this assumption and show how we can adapt our approaches to a generalized prior $\alpha \in [0, 1]$, given by the task provider. By Theorem 4.3, it turns out this is equivalent to computing $JQ(J', BV, 0.5)$, where $J'$ is obtained by adding a worker (with quality $\alpha$) to $J$:

**Theorem 4.3.** Given $\alpha$ and $J$, $JQ(J, BV, \alpha) = JQ(J', BV, 0.5)$, where $J' = J \cup \{j_{n+1}\}$ and $q_{n+1} = \alpha$.

**Proof.** Let $\hat{\Omega} = \{0, 1\}^{n+1}$, and in order to prove the theorem, we have to verify

$$
\sum_{V \in \hat{\Omega}} [\alpha \cdot P(V|t = 0) \cdot 1_{\{BV(V) = 0\}} + (1 - \alpha) \cdot P(V|t = 1) \cdot 1_{\{BV(V) = 1\}}]
= \sum_{V \in \hat{\Omega}} 0.5 \cdot [P(V|t = 0) \cdot 1_{\{BV(V) = 0\}} + P(V|t = 1) \cdot 1_{\{BV(V) = 1\}}].
$$

To prove Equation 4.11, for a $V \in \Omega$, we define its two mapping counterparts in $\hat{\Omega}$ as follows:

1. $\hat{V} = \{\hat{v}_1, \hat{v}_2, \ldots, \hat{v}_{n+1}\}$ where $\hat{v}_i = v_i$ for $i \in [1, n]$ and $\hat{v}_{n+1} = 0$;
2. $\hat{V}' = \{\hat{v}'_1, \hat{v}'_2, \ldots, \hat{v}'_{n+1}\}$ where $\hat{v}'_i = 1 - v_i$ for $i \in [1, n]$ and $\hat{v}'_{n+1} = 1$.

For example, if $V = \{1, 1, 0\}$, then $\hat{V} = \{1, 1, 0, 0\}$ and $\hat{V}' = \{0, 0, 1, 1\}$. We argue that if we can prove

$$
\alpha \cdot P(V|t = 0) \cdot 1_{\{BV(V) = 0\}} + (1 - \alpha) \cdot P(V|t = 1) \cdot 1_{\{BV(V) = 1\}}
= 0.5 \cdot [P(\hat{V}|t = 0) \cdot 1_{\{BV(\hat{V}) = 0\}} + P(\hat{V}|t = 1) \cdot 1_{\{BV(\hat{V}) = 1\}}] +
$$

$$
0.5 \cdot [P(\hat{V}'|t = 0) \cdot 1_{\{BV(\hat{V}') = 0\}} + P(\hat{V}'|t = 1) \cdot 1_{\{BV(\hat{V}') = 1\}}],
$$

then Equation 4.11 can be proved. As the two sides of Equation 4.12 are respectively $A_0(V) + A_1(V)$ and $[A_0(\hat{V}) + A_1(\hat{V})] + [A_0(\hat{V}') + A_1(\hat{V}')]$ in Equation 4.11, so we only have to prove that the mapping $V \to \{\hat{V}, \hat{V}'\}$ defines a one-to-one correspondence from $\Omega$ to $\hat{\Omega}$. Since
(1) for a $V \in \Omega$, as mentioned, it is mapped to $\hat{V}, \hat{V}' \in \hat{\Omega}$;
(2) for a $\tilde{V} = \{\tilde{v}_1, \tilde{v}_2, \ldots, \tilde{v}_{n+1}\} \in \hat{\Omega}$: if $\tilde{v}_{n+1} = 0$, then its mapped voting in $\Omega$ is $V$ where $v_i = \tilde{v}_i$ for $i \in [1, n]$, and if $\tilde{v}_{n+1} = 1$, then its mapped voting in $\Omega$ is $V$ where $v_i = 1 - \tilde{v}_i$ for $i \in [1, n]$.
So we have proved the one-to-one correspondence, thus we only have to prove that Equation 4.12 is correct.

For a specific $V \in \Omega$, we prove the correctness of Equation 4.12 by considering two cases:
(1) $\alpha \cdot P(V|t = 0) \neq (1 - \alpha) \cdot P(V|t = 1)$, and w.l.o.g. we assume $\alpha \cdot P(V|t = 0) > (1 - \alpha) \cdot P(V|t = 1)$:

In this case we prove Equation 4.12 by proving the following two equations (Equation 4.13 and 4.14):

$$\alpha \cdot P(V|t = 0) \cdot \mathbb{I}_{\{BV(V) = 0\}} = 0.5 \cdot P(\hat{V}|t = 0) \cdot \mathbb{I}_{\{BV(\hat{V}) = 0\}} + 0.5 \cdot P(\hat{V}'|t = 1) \cdot \mathbb{I}_{\{BV(\hat{V}') = 1\}} \quad (4.13)$$

$$\quad (1 - \alpha) \cdot P(V|t = 1) \cdot \mathbb{I}_{\{BV(V) = 1\}} = 0.5 \cdot P(\hat{V}|t = 1) \cdot \mathbb{I}_{\{BV(\hat{V}) = 0\}} + 0.5 \cdot P(\hat{V}'|t = 0) \cdot \mathbb{I}_{\{BV(\hat{V}') = 1\}} \quad (4.14)$$

Here we only prove Equation 4.13 and Equation 4.14 can be proved similarly.

Equation 4.13 can be proved by the followings:
$$\begin{cases} 
\alpha \cdot P(V|t = 0) = P(\hat{V}'|t = 1) = P(\hat{V}|t = 0), \quad (i) \\
BV(V) = BV(\hat{V}) = 0, BV(\hat{V}') = 1. \quad (ii)
\end{cases}$$

For (i), as $P(\hat{V}'|t = 1)$

$$= P(\hat{v}_{n+1} = 1|t = 1) \cdot \prod_{i=1}^n q_i^{\hat{v}_i} \cdot (1 - q_i)^{1-\hat{v}_i}$$

$$= \alpha \cdot \prod_{i=1}^n q_i^{(1-v_i)} \cdot (1 - q_i)^{v_i} = \alpha \cdot P(V|t = 0),$$

and we can prove similarly that $P(\hat{V}|t = 0) = \alpha \cdot P(V|t = 0)$, then (i) can be proved.
For (ii), as $\alpha \cdot P(V|t = 0) > (1 - \alpha) \cdot P(V|t = 1)$, then $BV(V) = 0$ and we can prove similarly that $P(\hat{V}'|t = 0) = (1 - \alpha) \cdot P(V|t = 1)$, which means that $0.5 \cdot P(\hat{V}'|t = 1) > 0.5 \cdot P(\hat{V}'|t = 0)$, then $BV(\hat{V}') = 1$. And $BV(\hat{V}) = 0$ can be proved similarly, then (ii) can be proved.

Thus we have proved Equation 4.13, and Equation 4.14 can be proved similarly.

(2) $\alpha \cdot P(V|t = 0) = (1 - \alpha) \cdot P(V|t = 1)$:

In this case we prove Equation 4.12 directly. From the above analysis we can prove that $\alpha \cdot P(V|t = 0) = P(\hat{V}|t = 0)$ and $(1 - \alpha) \cdot P(V|t = 1) = P(\hat{V}'|t = 0)$. As $\alpha \cdot P(V|t = 0) = (1 - \alpha) \cdot P(V|t = 1)$, from Theorem 4.1 we know that all $BV(V) = BV(\hat{V}) = BV(\hat{V}') = 0$. Thus we can directly prove Equation 4.12 by taking the above derived formulas into it.

Then we have proved Equation 4.12 for the two cases, thus Equation 4.11, or the theorem can be proved. \hfill \Box

Thus we can use Algorithm 4 for any prior $\alpha$, by adding to the jury a pseudo-worker of quality $\alpha$. Moreover, the approximation error bound proved in Section 4.4.5 also holds.

To summarize, to compute $JQ(J, BV, \alpha)$, we have developed an approximation algorithm with time complexity $O(d \cdot (n + 1)^3)$, with an additive error bound within 1%, for $d \geq 200$.

### 4.5 Jury Selection Problem (JSP)

Now we focus on addressing $J^* = \text{argmax}_J \{JQ(J, BV, \alpha)\}$, for $C$, the set of all feasible juries (i.e., $C = \{J | J \subseteq W \land \sum_{i=1}^n c_i \leq B\}$).

Before formally addressing JSP, we turn our attention to two monotonicity properties of $JQ(J, BV, \alpha)$: with respect to varying the jury size ($|J|$), and with respect to a worker $j_i$’s quality ($q_i$). These properties can help us solve JSP under
certain cost constraints.

**Lemma 4.2** (Monotonicity on jury size). Given $\alpha$ and $J$, $JQ(J, BV, \alpha) \leq JQ(J', BV, \alpha)$, where $J' = J \cup \{j_{n+1}\}$.

**Proof.** For a $V \in \Omega$, recall our definition of $A_0(V)$ and $A_1(V)$ as below:
- $A_0(V) = \alpha \cdot \Pr(V \mid t = 0) \cdot \mathbb{E}[\mathbb{I}_{BV(V) = 0}]$;
- $A_1(V) = (1 - \alpha) \cdot \Pr(V \mid t = 1) \cdot \mathbb{E}[\mathbb{I}_{BV(V) = 1}]$.

Based on Theorem 4.1, we can derive that

$$A_0(V) + A_1(V) = \max\{\alpha \cdot \Pr(V \mid t = 0), (1 - \alpha) \cdot \Pr(V \mid t = 1)\}.$$  

And if a worker $j_{n+1}$ is added, $V \in \Omega$ becomes two votings: $V^{(0)}$ and $V^{(1)}$ in $\{0, 1\}^{n+1}$:
1. $V^{(0)} = \{v_1^{(0)}, v_2^{(0)}, \ldots, v_{n+1}^{(0)}\}$ where $v_i^{(0)} = v_i$ for $i \in [1, n]$ and $v_{n+1}^{(0)} = 0$;
2. $V^{(1)} = \{v_1^{(1)}, v_2^{(1)}, \ldots, v_{n+1}^{(1)}\}$ where $v_i^{(1)} = v_i$ for $i \in [1, n]$ and $v_{n+1}^{(1)} = 1$.

So the corresponding

$$A_0(V^{(0)}) + A_1(V^{(0)}) = \max\{\alpha \cdot \Pr(V^{(0)} \mid t = 0), (1 - \alpha) \cdot \Pr(V^{(0)} \mid t = 1)\},$$

$$A_0(V^{(1)}) + A_1(V^{(1)}) = \max\{\alpha \cdot \Pr(V^{(1)} \mid t = 0), (1 - \alpha) \cdot \Pr(V^{(1)} \mid t = 1)\}.$$  

So if we can prove the following inequality

$$\max\{\alpha \cdot P(V^{(0)} \mid t = 0), (1 - \alpha) \cdot P(V^{(0)} \mid t = 1)\} + \max\{\alpha \cdot P(V^{(1)} \mid t = 0), (1 - \alpha) \cdot P(V^{(1)} \mid t = 1)\} \geq \max\{\alpha \cdot P(V \mid t = 0), (1 - \alpha) \cdot P(V \mid t = 1)\},$$

then we can prove the lemma.

In order to prove the above inequality, let us denote $b = \alpha \cdot P(V \mid t = 0)$ and $r = (1 - \alpha) \cdot P(V \mid t = 1)$, then Equation 4.15 can be transformed to

$$\max\{b \cdot q_{n+1}, r \cdot (1 - q_{n+1})\} + \max\{b \cdot (1 - q_{n+1}), r \cdot q_{n+1}\} \geq \max\{b, r\}.$$
Without loss of generality, we assume \( b \geq r \), then the right hand side (rhs) of Equation 4.15 is \( b \), and for the left hand side (lhs) there are two summands: for the first summand, \( b \cdot q_{n+1} \geq r \cdot (1 - q_{n+1}) \), while based on the comparison between \( b \cdot (1 - q_{n+1}) \) and \( r \cdot q_{n+1} \), we consider two cases:

1. \( b \cdot (1 - q_{n+1}) \geq r \cdot q_{n+1} \): in this case the lhs becomes \( b \cdot q_{n+1} + b \cdot (1 - q_{n+1}) = b \), which is equal to the rhs \( b \);
2. \( b \cdot (1 - q_{n+1}) < r \cdot q_{n+1} \): in this case the lhs becomes \( b \cdot q_{n+1} + r \cdot q_{n+1} > b \), so the lhs is greater than the rhs.

A direct consequence of Lemma 4.2 is that “the more workers, the better JQ for BV”. So for the case that each worker will contribute voluntarily \( (c_i = 0 \text{ for } 1 \leq i \leq N) \) or the budget constraint satisfies on all subsets of the candidate workers \( W \) (i.e., \( B \geq \sum_{i=1}^{N} c_i \)), we can select all workers in \( W \).

**Lemma 4.3 (Monotonicity on worker quality).** Given \( \alpha \) and \( J \). Let \( J' = J \) except that \( q'_{i_0} \geq q_{i_0} \geq 0.5 \) for some \( i_0 \), then \( JQ(J',BV,\alpha) \geq JQ(J,BV,\alpha) \).

**Proof.** To prove the lemma, we just have to prove that given \( \alpha \) and \( J \), \( JQ(J^{(1)},BV,\alpha) \geq JQ(J^{(2)},BV,\alpha) \) where \( J^{(1)} = J \cup \{j'_{n+1}\}, J^{(2)} = J \cup \{j_{n+1}\}, \) and \( q'_{n+1} \geq q_{n+1} \geq 0.5 \).

Based on the proof of Lemma 4.2, recall the definition of \( b \) and \( r \), we know that if we can prove the following inequality

\[
\max\{ b \cdot q'_{n+1}, r \cdot (1 - q'_{n+1}) \} + \max\{ b \cdot (1 - q'_{n+1}), r \cdot q'_{n+1} \} \\
\geq \max\{ b \cdot q_{n+1}, r \cdot (1 - q_{n+1}) \} + \max\{ b \cdot (1 - q_{n+1}), r \cdot q_{n+1} \},
\]

(4.16)

then we can prove the lemma. To prove it, w.l.o.g. we assume \( b \geq r \), then

\[
\max\{ b \cdot q'_{n+1}, r \cdot (1 - q'_{n+1}) \} = b \cdot q'_{n+1}, \text{ and}
\]

\[
\max\{ b \cdot q_{n+1}, r \cdot (1 - q_{n+1}) \} = b \cdot q_{n+1}.
\]
Based on the comparison between $b \cdot (1 - q_{n+1})$ and $r \cdot q_{n+1}$, we consider two cases:

(1) $b \cdot (1 - q_{n+1}) \geq r \cdot q_{n+1}$, then

$$\max \{b \cdot q'_{n+1}, r \cdot (1 - q'_{n+1})\} + \max \{b \cdot (1 - q'_{n+1}), r \cdot q'_{n+1}\} \geq b \cdot q'_{n+1} + b \cdot (1 - q'_{n+1}) = b = \max \{b \cdot q'_{n+1}, r \cdot (1 - q_{n+1})\} + \max \{b \cdot (1 - q_{n+1}), r \cdot q_{n+1}\}.$$ 

(2) $b \cdot (1 - q_{n+1}) < r \cdot q_{n+1}$, then

$$\max \{b \cdot q'_{n+1}, r \cdot (1 - q'_{n+1})\} + \max \{b \cdot (1 - q'_{n+1}), r \cdot q'_{n+1}\} \geq q'_{n+1} \cdot (b + r) \geq q_{n+1} \cdot (b + r) = \max \{b \cdot q_{n+1}, r \cdot (1 - q_{n+1})\} + \max \{b \cdot (1 - q_{n+1}), r \cdot q_{n+1}\}.$$ 

Thus we have proved the lemma.

Lemma 4.3 shows that a worker with higher quality contributes not less in $JQ$ compared with a lower quality worker. For the case that each worker has the same cost requirement $c$, i.e., $c_i = c_j = c$ for $i, j \in [1, N]$, we can select the top-$k$ workers sorted by their quality in decreasing order, where $k = \min \{\left\lfloor \frac{B}{c} \right\rfloor, N\}$.

Although the above two properties can indicate us to solve JSP under certain conditions, the case for JSP with arbitrary individual cost is much more complicated as we have to consider not only the worker $j$’s quality $q_i$, but also her cost $c_i$, and both may vary between different workers.

We can formally prove JSP is NP-hard in Theorem 4.4. Note that JSP, in general, is NP-hard due to the fact that it cannot avoid computing $JQ(J, BV, \alpha)$ at each step, which is an NP-hard problem itself. Moreover, even if we assume access to a polynomial oracle for computing $JQ(J, BV, \alpha)$, e.g., Algorithm 4, the problem still remains NP-hard, by following the reduction to a $n$-th order Knap-sack Problem [33].
Theorem 4.4. Solving JSP is NP-hard.

Proof. For ease of presentation, we denote $X = [x_1, x_2, \ldots, x_N]$ where $x_i = 1$ or 0 indicates that worker $j_i$ is selected or not. And given $\alpha$ and $W$, we denote $F(X, W) = JQ(J, BV, \alpha)$ where $J = \{j_i \mid x_i = 1, 1 \leq i \leq N\}$.

We have proved in Theorem 4.2 that given $\alpha$ and $J$, computing $JQ(J, BV, \alpha)$ is NP-hard, which means that given a constant $K \in [0,1]$, a known $\alpha$ and $J$, verifying the problem $JQ(J, BV, \alpha) \geq K$ (or $K \geq JQ(J, BV, \alpha)$) is NP-hard. Since if not, we can use bisection method to tune $K$ in order to get the exact value of $JQ(J, BV, \alpha)$ in PTIME.\textsuperscript{14}

We next prove that JSP is NP-hard by constructing a special case, that is given $\alpha, J = \{j_1, j_2, \ldots, j_n\}$ and a constant $K \in [0,1]$, we reduce the problem of verifying $JQ(J, BV, \alpha) \geq K$ (or $K \geq JQ(J, BV, \alpha)$) to solving JSP.

For a known $K \in [0,1]$, we construct a multi-set $W' = J \cup \{j_{n+1}\}$, where $q'_{i} = q_i$ for $i \in [1, n]$ and $q'_{n+1} = K$. Let $C' = \{c'_1, c'_2, \ldots, c'_{n+1}\}$ where $c'_i = 1$ for $i \in [1, n]$ and $c'_{n+1} = n$.

Then given $W', C'$ and $B = n$, the result of JSP can be reduced to solving

$$X^* = \arg\max_{X \in \{X^{(1)}, X^{(2)}\}} \{ F(X^{(1)}, W'), F(X^{(2)}, W') \},$$

where $X^{(1)}$ and $X^{(2)}$ are

(i) $X^{(1)} = [x^{(1)}_1, x^{(1)}_2, \ldots, x^{(1)}_{n+1}]$ where $x^{(1)}_i = 1$ for $i \in [1, n]$ and $x^{(1)}_{n+1} = 0$;

(ii) $X^{(2)} = [x^{(2)}_1, x^{(2)}_2, \ldots, x^{(2)}_{n+1}]$ where $x^{(2)}_i = 0$ for $i \in [1, n]$ and $x^{(2)}_{n+1} = 1$.

The reason is that

(1) if $x_{n+1} = 1$, then any other $x_i = 1$ for $i \neq n + 1$ will make the constraint $\sum_{i=1}^{n+1} c_i \leq B = n$ invalid;

(2) if $x_{n+1} = 0$, as Lemma 4.2, we know that by setting $x_i = 1$ for $1 \leq i \leq n$, the highest JQ can be reached in this case. Thus to get the optimal $X^*$, it is required

\textsuperscript{14}bounded by the logarithm of the numerical precision for the product of qualities in $J$, as the formula of computing $JQ(J, BV, \alpha)$ in Equation 4.4 shows.
compare between \( F(X^{(1)}, W') = JQ(J, BV, \alpha) \) and \( F(X^{(2)}, W') = K \).

Then we have

(1) \( X^* = X^{(1)} \Rightarrow JQ(J, BV, \alpha) \geq K \);
(2) \( X^* = X^{(2)} \Rightarrow K \geq JQ(J, BV, \alpha) \).

We know that given \( K \in [0, 1] \), \( \alpha \) and \( J \), verifying \( JQ(J, BV, \alpha) \geq K \) (or \( K \geq JQ(J, BV, \alpha) \)) is NP-hard, thus we have proved that solving JSP is NP-hard.

4.5.1 Heuristic Solution

To address the computational hardness issue, we use the simulated annealing heuristic [105], which is a stochastic local search method for discrete optimization problems. This method can escape local optima and is proved to be effective in solving a variety of computationally hard problems [28, 55, 228]. Note that there are other heuristics such as iterative improvement and evolution algorithms, however, we find that simulated annealing already works efficiently and effectively in practice.

The simulated annealing heuristic mimics the cooling process of metals, which converge to a final, “frozen” state. A temperature parameter \( T \) is used and iteratively reduced until it is small enough. For a specific value of \( T \), the heuristic performs several local neighbourhood searches. There is an objective value on each location, and let \( \Delta \) denote the difference in objective value between the searched location and the original location. For each local search, the heuristic makes a decision whether to “move” to the new location or not based on \( T \) and \( \Delta \):

1. if the move will not decrease the objective value (i.e., \( \Delta \geq 0 \)), then the move is accepted;
2. if the move will decrease the objective value (i.e., \( \Delta < 0 \)), the move is accepted with probability \( \exp(-\frac{\Delta}{T}) \), i.e., by sampling from a Boltzmann
Algorithm 7 JSP (Chapter 4).

**Input:** \( W = \{j_1, j_2, \ldots, j_N\}, B, N \)

**Output:** \( \hat{J} \)

1: \( T = 1.0; // initial temperature parameter \)
2: \( X = [x_1 = 0, x_2 = 0, \ldots, x_N = 0]; // all initialized as 0 \)
3: \( \hat{J} = \emptyset; // estimated optimal jury set \)
4: \( M = 0; // the overall monetary incentive for selected workers \)
5: \( H = \emptyset; // the set containing indexes for selected workers \)
6: **while** \( T \geq \epsilon \) **do**
7: \( \text{for } i = 1 \text{ to } N \text{ do} \)
8: \( \text{randomly pick an index } r \in \{1, 2, \ldots, N\}; \)
9: \( \text{if } x_r = 0 \text{ and } M + c_r \leq B \text{ then} \)
10: \( x_r = 1; M = M + c_r; \)
11: \( \hat{J} = \hat{J} \cup \{j_r\}; H = H \cup \{r\}; \)
12: **else**
13: \( X, M, \hat{J}, H = \text{Swap}(X, M, \hat{J}, H, r, B, N); \)
14: **end if**
15: **end for**
16: \( T = T/2; // cool the temperature \)
17: **end while**
18: **return** \( \hat{J} \);

The reason for not immediately rejecting the move towards a worse location is that it tries to avoid getting stuck in local optima. Intuitively, when \( T \) is large, it is freer to move than at lower \( T \). Moreover, a large \( \Delta \) restricts the move as it increases the chances of finding a very bad case.

We can apply the simulated annealing heuristic to solve JSP in Algorithm 7 by assuming that each location is a jury set \( J \subseteq W \) and its objective value is \( JQ(J, BV, \alpha) \). What is important in simulated annealing is the design of local search. Before introducing our design of local search, we first explain some variables to keep in Algorithm 7: \( H \) is used to store the indexes of selected workers, \( M \) is used to store their aggregated cost, and \( X = [x_1, x_2, \ldots, x_N] \) is used to keep the current state of each worker (\( x_i = 1 \) indicates that worker \( j_i \) is selected and 0 otherwise). Starting from an initial \( X \), we iteratively decrease
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T (step 14) until T is small enough (step 6). In each iteration, we perform N local searches (steps 7-13), by randomly picking an index \( r \) out of the \( N \) worker indexes. Based on the randomly picked \( x_r \), we either select the worker if adding the worker does not violate the budget \( B \) (steps 9-11), or execute Swap, which is described in Algorithm 8. The decision to swap is made based on different \( x_r \) values:

1. if \( x_r = 0 \), a randomly picked worker \( k \in H \) is replaced with worker \( r \) if the replacement does not violate the budget constraint and the move is accepted based on \( \Delta \) and \( T \);

2. if \( x_r = 1 \), the algorithm performs similarly to the above case, and it replaces worker \( r \) with a randomly picked worker \( k \in \{1, 2, \cdots, N\} \setminus H \) if the budget constraint still satisfies and the move is accepted as above.

While the heuristic does not have any bound on the returned jury (\( \hat{J} \)) versus the optimal jury (\( J^* \)), we show in the experiments (Section 4.6) that it is close to the optimal by way of comparing the real and estimated JQ (i.e., \( JQ(\hat{J}, BV, \alpha) \) and \( JQ(J^*, BV, \alpha) \)).

4.6 Experiments

In this section we present the experimental evaluation of JQ and JSP, both on synthetic data and real data. For each dataset, we first evaluate the solution to JSP first, and then give detailed analysis on the computation of JQ. The algorithms were implemented in Python 2.7 and evaluated on a 16GB memory machine with Windows 7 (64 bit).
Algorithm 8 Swap (Chapter 4).

Input: $X, M, \hat{J}, H, r, B, N$

Output: $X, M, \hat{J}, H$

1: if $x_r = 0$ then
2: randomly pick an index $k \in H$;
3: $a = k; b = r$; // store the index
4: else
5: randomly pick an index $k \in \{1, 2, \ldots, N\} \setminus H$;
6: $a = r; b = k$; // store the index
7: end if
8: if $M - c_a + c_b \leq B$ then
9: $\Delta = \text{EstimateJQ}(\hat{J} \setminus \{j_a\} \cup \{j_b\}) - \text{EstimateJQ}(\hat{J})$;
10: if $\Delta \geq 0$ or $\text{random}(0, 1) \leq \exp(-\frac{\Delta}{T})$ then
11: $x_a = 0; x_b = 1; M = M - c_a + c_b$;
12: $\hat{J} = \hat{J} \setminus \{j_a\} \cup \{j_b\}; H = H \setminus \{a\} \cup \{b\}$;
13: end if
14: end if
15: return $X, M, \hat{J}, H$

4.6.1 Synthetic Dataset

Setup

First, we describe our default settings for the experiments. Similar to the settings in [33], we generate each worker $j_i$'s quality $q_i$ and cost $c_i$ via Gaussian distributions, i.e., $q_i \sim \mathcal{N}(\mu, \sigma^2)$ and $c_i \sim \mathcal{N}(\hat{\mu}, \hat{\sigma}^2)$. We also set parameters following [33], i.e., $\mu = 0.7$, $\sigma^2 = 0.05$, $\hat{\mu} = 0.05$ and $\hat{\sigma}^2 = 0.2$. By default, $B = 0.5$, $\alpha = 0.5$ and the number of candidate workers in $W$ is $N = 50$. For JSP (Algorithm 7), we set $\epsilon = 10^{-8}$; for JQ computation (Algorithm 4), we set $\text{numBuckets} = 50$. To achieve statistical significance of our results, we repeat the results 1,000 times and report the average values.
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Figure 4.8: End-to-End System Comparisons.

**System Comparison**

We first perform the comparison of JSP with previous works, in an end-to-end system experiment. Cao et al. [33] is the only related algorithm we are aware of, which solves JSP under the MV strategy in an efficient manner. Formally, it addresses JSP as \( \arg\max_{J \in C} JQ(J, MV, 0.5) \). We denote their system as MVJS (Majority Voting Jury Selection System) and our system (Figure 4.1) as OPTJS (Optimal Jury Selection System). We compare the two systems by measuring the JQ on the returned jury sets.

The results are presented in Figure 4.8. We first evaluate the performance of the two systems by varying \( \mu \in [0.5, 1] \) in Figure 4.8(a), which shows that OPTJS always outperforms MVJS, and OPTJS is more robust with low-quality
workers. For example, when $\mu = 0.6$, the JQ of OPTJS leads that of MVJS for 5%. By fixing $\mu = 0.7$, Figure 4.8(b)-(d) respectively vary $B \in [0.1, 1]$, $N \in [10, 100]$, $\hat{\sigma} \in [0.1, 1]$ and compare the performance of MVJS and OPTJS, which all show that OPTJS consistently performs better than MVJS. In Figure 4.8(b), OPTJS on average leads around 3% compared with MVJS for different $B$; in Figure 4.8(c), OPTJS is better than MVJS, especially when the number of workers is limited (say when $n = 10$, OPTJS leads MVJS for more than 6%); in Figure 4.8(d), compared with MVJS, OPTJS is more robust with the change of $\hat{\sigma}$.

In summary, OPTJS always outperforms MVJS and, moreover, it is more robust with (1) lower-quality workers, (2) limited number of workers and (3) different cost variances.

**Evaluating OPTJS**

Next, we test the approximation error of Algorithm 7 by fixing $N = 11$ and varying $B \in [0.05, 0.5]$. Because of its NP-hardness, $J^*$ is obtained by enumerating all feasible juries. We record the optimal $JQ(J^*, BV, 0.5)$ and the returned $JQ(\hat{J}, BV, 0.5)$ in Figure 4.9(a). It shows that the two curves almost coincide with each other. As mentioned in Section 4.6.1, each point in the graph is averaged over repeated experiments. Thus, we also give statistics of the difference $JQ(J^*, BV, 0.5) - JQ(\hat{J}, BV, 0.5)$ on all the 10,000 experiments considering different $B$ ($B$ changes in $[0.05, 0.5]$ with step size 0.05) in Table 4.3, which shows that more than 90% of them have a difference less than 0.01% and the maximum error is within 3%.

Our next experiment is to test the efficiency of Algorithm 7. We set $B = 0.5$ and vary $N \in [100, 500]$. The results are shown in Figure 4.9(b). We observe that the running time increases linearly with $N$, and it is less that 2.5 seconds even for high numbers of workers ($N = 500$). It is fairly acceptable in real situations as the JSP can be done offline.
JQ Computation

We now turn our attention to the computation of JQ, which is an essential part of OPTJS. We denote here by $n$ the jury size.

We first evaluate the optimality of BV with respect to JQ. Due to the fact the computing JQ in general is NP-hard, we set $n = 11$ and evaluate JQ for four different strategies: two deterministic ones (MV-Majority Voting, and BV-Bayesian Voting), and two randomized ones (RBV-Random Ballot Voting\footnote{RBV randomly returns 0 or 1 with 50\%.} and RMV-Randomized Majority Voting). We vary $\mu \in [0.5, 1]$ and illustrate the resulting JQ in Figure 4.10(a). It can be seen that the JQ for BV outperforms the others. Moreover, unsurprisingly, all strategies have their worst performance for $\mu = 0.5$ as the workers are purely random in that case. But when $\mu = 0.5$, BV also performs robust (with JQ 93.3%), the reason is that other strategies are sensitive to low-quality workers, while BV can wisely decides the result by leveraging the workers’ qualities. Finally, the randomized version of MV, i.e., RMV,
performs not better than MV for $\mu \geq 0.5$, as randomized strategies may improve the error bound in the worst case [123]. The JQ under RBV always keeps at 50% since it is purely random.

To further evaluate the performance of different strategies for different jury sizes, and for a fixed $\mu = 0.7$, we vary $n \in [1, 11]$ and plot the resulting qualities in Figure 4.10(b). The results show that as $n$ increases, the JQ for the two randomized strategies stay the same and BV is the highest among all strategies. To be specific, when $n = 7$, the BV is about 10% better than MV. In summary, BV performs the best among all strategies.

Having compared the JQ between different strategies, we now focus on addressing the computation of JQ for BV, i.e., $JQ(J, BV, 0.5)$ in Figure 4.11. We first evaluate the effect of the quality variance $\sigma^2$ with varying mean $\mu$ in Figure 4.11(a). It can be seen that JQ has the highest value for a high variance when $\mu = 0.5$. It’s because under a higher variance, worker qualities are more likely to deviate from the mean (0.5), and so, it’s likely to have more high-quality workers.

Then we address the effectiveness of Algorithm 4 for approximating the real JQ. We first evaluate the approximation error in Figure 4.11(b) by varying numBuckets $\in [10, 200]$. As can be seen, the approximation error drops sig-
nificantly with \textit{numBuckets}, and is very close to 0 if we have enough buckets. In Figure 4.11(c) we plot the histogram of differences between the accurate JQ and the approximated JQ (or JQ − \( \hat{JQ} \)) over all repeated experiments by setting \textit{numBuckets} = 50. It is heavily skewed towards very low errors. In fact, the maximal error is within 0.01%.

Finally, we evaluate the computational savings of the pruning techniques of Algorithm 4 by varying the number of workers \( n \in [100, 500] \) in Figure 4.11(d). The pruning technique is indeed effective, saving more than half the computational cost. Moreover, it can be seen that our method scales very well with the number of workers. For example, when \( n = 500 \), the estimation of JQ runs within 2.5s without pruning technique, while finishing within 1s facilitated by our proposed pruning methods.
4.6.2 Real Dataset

Dataset Collection

We collected the real world data from the Amazon Mechanical Turk (AMT) platform. AMT provides APIs and allows users to batch multiple questions in Human Intelligence Tasks (HIT). Each worker is rewarded with a certain amount of money upon completing a HIT. The API also allows to set the number of assignments (denoted $m$) to a HIT, guaranteeing it can be answered $m$ times by different workers. To generate the HITs, we use the public sentiment analysis dataset\(^{16}\), which contains 5,152 tweets related to various companies. We randomly select 600 tweets from them, and generate a HIT for each tweet, which asks whether the sentiment of a tweet is positive or not (decision making task). The ground truth of this question is provided by the dataset. The true answers for yes and no is approximately equal, so we set the prior as $\alpha = 0.5$.

To perform experiments on AMT, we randomly batch 20 questions in a HIT and set $m = 20$ for each HIT, where each HIT is rewarded $0.02. After all HITs are finished, we collect a dataset which contains 600 decision-making tasks, and each task is answered by 20 different workers. We give several statistics on the worker answering information. There are 128 workers in total, and each of them has answered on average $\frac{600 \times 20}{128} = 93.75$ questions. Only two workers have answered all questions and 67 workers have answered only 20 questions. We used these answers to compute every worker’s quality, which is defined as the proportion of correctly answered questions by the worker in all her answered questions. The average quality for all workers is 0.71. There are 40 workers whose qualities are greater than 0.8, and about 10% whose quality is less than the value 0.6.

\(^{16}\)http://www.sananalytics.com/lab/twitter-sentiment/
To evaluate JSP, for each question, we form the candidate workers set $W$ by collecting all 20 workers who answered the question, i.e., having $N = |W| = 20$. We follow the settings in experiments on synthetic data except that worker qualities are computed using the real-world data. We then solve JSP for each question by varying $B \in [0.1, 1.0]$, $N \in [3, 20]$ and $\hat{\sigma} \in [0, 1]$. We compute the average returned JQ by solving JSP for all 600 questions, which is recorded as a point in Figures 4.12(a)-(c), respectively. It can be seen that Figure 4.12(a)-(c) has a similar results pattern as Figure 4.8(b)-(d), i.e., experimental results on the synthetic datasets. Especially, $OPTJS$ always outperforms $MVJS$ in real-world scenarios.
Is JQ a good prediction?

Finally, we try to evaluate whether JQ, defined in Definition 4.3, is a good way to predict the quality for BV in reality. Notice that, after workers give their votes, we can adopt BV to get the voting result, and then compare it with the true answer of the question. And thus, the goodness of BV in reality can be measured by the “accuracy”, which counts the proportion of correctly answered questions according to BV.

We now test whether JQ is a good prediction of accuracy in reality. For each question, we vary the number of votes (denoted as z). For a given $z \in [0, 20]$, based on the question’s answering sequence, we collect its first $z$ votes, then (i) for each question, knowing the first $z$ workers who answered the question, we can compute the JQ by considering these workers’ qualities. Then we take the average of JQ among all 600 questions; (ii) by considering the first $z$ workers’ qualities who answered the question and their votes, BV can decide the result of the question. After that, the accuracy can be computed by comparing voting result and the true answer for each question.

Now given a $z \in [3, 20]$, we compare the average JQ and accuracy in Figure 4.12(d), which shows that they are highly similar. Hence, it verifies that JQ for BV is really a good prediction of accuracy for BV in reality.

4.7 Extensions to Various Task Types and Worker Models

In Section 4.4 we have outlined the algorithm for estimating JQ only for decision making tasks in which only two answers are possible and the quality of a worker is modeled as a constant parameter, encoding the probability of a correct answer. But in real-world scenarios the task and worker model can be more complex.

In the case of the task itself, a more natural way is to model the an-
answers as multiple choices, i.e., multiple labels. For example, sentiment analysis tasks [127] have the objective of detecting the correct sentiment for a piece of text (crawled from tweets) and the choices for each task are positive, neutral, and negative. Here we assume that each task has \( \ell \) possible answers/labels, denoted as \( \{0, 1, \ldots, \ell - 1\} \) and it has only one true label \( t \in [0, \ell - 1] \). Note that for the case that each task can have multiple true labels, we can follow [149], which decomposes each task into \( \ell \) decision making tasks, and publish these \( \ell \) tasks to workers.

In the case of worker quality model, it can be modeled by measuring the sensitivity and specificity of each worker [215], and it can be generalized to be modeled as a confusion matrix (CM) [92]. A confusion matrix \( C \) is a matrix of size \( \ell \times \ell \) where each element \( C_{jk} \) encodes the probability that the worker gives label \( k \) as an answer when the true label is \( j \). An example CM with \( \ell = 2 \) for a worker is 
\[
C = \begin{bmatrix} 0.7 & 0.3 \\ 0.2 & 0.8 \end{bmatrix}.
\]

The CM quality model is a very general model of worker quality, and it can also solve the case in [127], which models each worker as a constant parameter \( q \in [0, 1] \) for multiple label tasks. Many studies [19, 92, 215] have addressed how to derive CM from worker’s past answering history.

In this section, we extend our strategies and JQ computation algorithms to the setting in which a task has a number of \( \ell \) possible labels, where the prior is a vector \( \tilde{\alpha} = \{\alpha_0, \alpha_1, \ldots, \alpha_{\ell-1}\} \) s.t. \( \sum_{j=0}^{\ell-1} \alpha_j = 1 \), and the quality of each worker \( j \) is modeled as a confusion matrix \( C^{(i)} \). We first prove the optimal strategy in Section 4.7.1, and then extend the JQ and JSP respectively in Section 4.7.2 and 4.7.3.

### 4.7.1 Optimal Strategy Extension

To derive the optimal strategy for multiple-choice tasks, note that here \( S(\cdot) \) is a function which takes \( V (\in \Omega = \{0, 1, \ldots, \ell - 1\}^{\mu}) \), jury set \( J \) (where each worker \( j \) is modeled as a CM \( C^{(i)} \)) and prior \( \tilde{\alpha} \) as input, the output is the estimated true answer \( S(V, J, \tilde{\alpha}) \in [0, \ell - 1] \). For simplicity we denote \( S(V) \) as
$S(V, J, \tilde{a})$. Similar to Equation 4.4, here $E[1_{\{S(V)=1\}}]$ can be expressed as:

$$
\sum_{V \in \Omega} \sum_{t=0}^{\ell-1} Pr( t = t ) \cdot Pr( V \mid t = t ) \cdot E[1_{\{S(V)=t\}}]
$$

Similarly we can derive that the optimal strategy $S^*(V)$ is

$$
S^*(V) = \arg\max_{t \in \{0, 1, \ldots, \ell-1\}} \alpha_t \cdot \prod_{i=1}^{n} C_{t, v_i}^{(i)} \cdot E[1_{\{S(V)=t\}}]
$$

Note that if multiple labels can reach the highest probability, we set $S^*(V)$ as the label with the lowest index among those labels. We can see this is a optimal strategy by the following reasoning:

1) if there exists a deterministic strategy $S'$ such that, for a specific $V$, it satisfies $S'(V) = m \in [0, \ell - 1]$ while

$$
Pr( t = m ) \cdot Pr( V \mid t = m ) < \max_{t \in [0, \ell - 1]} Pr( t = t ) \cdot Pr( V \mid t = t ) = Pr( t = S^*(V) ) \cdot Pr( V \mid t = S^*(V) ),
$$

then we can change the value of $S'(V)$ to $S'(V) = S^*(V)$, which increases the JQ for the strategy $S'$;

2) if there exists a randomized strategy $S'$ such that, for a specific $V$, it satisfies $S'(V) = S^*(V)$ with probability $p < 1$, then we can set $S'(V) = S^*(V)$ with probability 1 and $S'(V) = m$ (where $m \neq S^*(V)$) with probability 0, then the change will increase the JQ for the strategy $S'$.

Thus we can prove the optimal strategy $S^*$, which is the same as Bayesian Voting strategy $BV$, or $S^* = BV$.

### 4.7.2 JQ Computation Extension

Compared with Algorithm 4, the case of multiple label tasks where each
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(a) $t = 0, \alpha_0 = 1/3$

<table>
<thead>
<tr>
<th>No.</th>
<th>$V$</th>
<th>$P(V=V \mid t=0)*P(t=0)$</th>
<th>BV: [compare] (result)</th>
<th>$\sqrt{x}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0,0)</td>
<td>0.7<em>0.4</em>1/3=0.0933</td>
<td>[0.0933, 0.0067, 0.0067] (0) [✓]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(0,1)</td>
<td>0.7<em>0.3</em>1/3=0.07</td>
<td>[0.07, 0.02, 0.0033] (0) [✓]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(0,2)</td>
<td>0.7<em>0.3</em>1/3=0.07</td>
<td>[0.07, 0.0067, 0.0233] (0) [✓]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(1,0)</td>
<td>0.2<em>0.4</em>1/3=0.0267</td>
<td>[0.0267, 0.0533, 0.0233] (1) [✗]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(1,1)</td>
<td>0.2<em>0.3</em>1/3=0.02</td>
<td>[0.02, 0.016, 0.01] (0) [✓]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(1,2)</td>
<td>0.2<em>0.3</em>1/3=0.02</td>
<td>[0.02, 0.0533, 0.07] (2) [✗]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>(2,0)</td>
<td>0.1<em>0.4</em>1/3=0.0133</td>
<td>[0.0133, 0.0067, 0.04] (2) [✗]</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(2,1)</td>
<td>0.1<em>0.3</em>1/3=0.01</td>
<td>[0.01, 0.02, 0.02] (1) [✗]</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>(2,2)</td>
<td>0.1<em>0.3</em>1/3=0.01</td>
<td>[0.01, 0.0067, 0.14] (2) [✗]</td>
<td></td>
</tr>
</tbody>
</table>

(b) $t = 1, \alpha_1 = 1/3$

<table>
<thead>
<tr>
<th>No.</th>
<th>$V$</th>
<th>$P(V=V \mid t=1)*P(t=1)$</th>
<th>BV: [compare] (result)</th>
<th>$\sqrt{x}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0,0)</td>
<td>0.1<em>0.2</em>1/3=0.0067</td>
<td>[0.0933, 0.0067, 0.0067] (0) [✗]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(0,1)</td>
<td>0.1<em>0.6</em>1/3=0.02</td>
<td>[0.07, 0.02, 0.0033] (0) [✗]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(0,2)</td>
<td>0.1<em>0.2</em>1/3=0.0067</td>
<td>[0.07, 0.0067, 0.0233] (0) [✗]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(1,0)</td>
<td>0.8<em>0.2</em>1/3=0.0533</td>
<td>[0.0267, 0.0533, 0.0233] (1) [✓]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(1,1)</td>
<td>0.8<em>0.6</em>1/3=0.016</td>
<td>[0.02, 0.016, 0.01] (0) [✗]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(1,2)</td>
<td>0.8<em>0.2</em>1/3=0.0533</td>
<td>[0.02, 0.0533, 0.07] (2) [✗]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>(2,0)</td>
<td>0.1<em>0.2</em>1/3=0.0067</td>
<td>[0.0133, 0.0067, 0.04] (2) [✗]</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(2,1)</td>
<td>0.1<em>0.6</em>1/3=0.02</td>
<td>[0.01, 0.02, 0.02] (1) [✓]</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>(2,2)</td>
<td>0.1<em>0.2</em>1/3=0.0067</td>
<td>[0.01, 0.0067, 0.14] (2) [✗]</td>
<td></td>
</tr>
</tbody>
</table>

(c) $t = 2, \alpha_2 = 1/3$

<table>
<thead>
<tr>
<th>No.</th>
<th>$V$</th>
<th>$P(V=V \mid t=2)*P(t=2)$</th>
<th>BV: [compare] (result)</th>
<th>$\sqrt{x}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0,0)</td>
<td>0.1<em>0.2</em>1/3=0.0067</td>
<td>[0.0933, 0.0067, 0.0067] (0) [✗]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(0,1)</td>
<td>0.1<em>0.1</em>1/3=0.0033</td>
<td>[0.07, 0.02, 0.0033] (0) [✗]</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(0,2)</td>
<td>0.1<em>0.7</em>1/3=0.0233</td>
<td>[0.07, 0.0067, 0.0233] (0) [✗]</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(1,0)</td>
<td>0.3<em>0.2</em>1/3=0.02</td>
<td>[0.0267, 0.0533, 0.0233] (1) [✗]</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(1,1)</td>
<td>0.3<em>0.1</em>1/3=0.01</td>
<td>[0.02, 0.016, 0.01] (0) [✗]</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(1,2)</td>
<td>0.3<em>0.7</em>1/3=0.07</td>
<td>[0.02, 0.0533, 0.07] (2) [✓]</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>(2,0)</td>
<td>0.6<em>0.2</em>1/3=0.04</td>
<td>[0.0133, 0.0067, 0.04] (2) [✓]</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(2,1)</td>
<td>0.6<em>0.1</em>1/3=0.02</td>
<td>[0.01, 0.02, 0.02] (1) [✗]</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>(2,2)</td>
<td>0.6<em>0.7</em>1/3=0.14</td>
<td>[0.01, 0.0067, 0.14] (2) [✓]</td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.13: Illustrating JQ Calculation for Different $t$ and $V$. 
Algorithm 9 GetBucketSize (Chapter 4).

**Input:** \( J = \{j_1, j_2, \ldots, j_n\}, \text{numBuckets}, n, \ell, \vec{\alpha} \)

**Output:** \( \delta \)

1. \( \text{upper} = 0; \)
2. \( \text{tmin} = 1; \text{tmax} = 0; \)
3. \( \text{for } t = 0 \text{ to } \ell - 1 \text{ do} \)
   4. \( \text{if } \text{tmin} > \alpha_t \text{ then } \text{tmin} = \alpha_t; \)
   5. \( \text{if } \text{tmax} < \alpha_t \text{ then } \text{tmax} = \alpha_t; \)
   6. \( \text{end for} \)
7. \( \text{if } \text{upper} < \ln \frac{\text{tmax}}{\text{tmin}} \text{ then } \text{upper} = \ln \frac{\text{tmax}}{\text{tmin}}, \text{// prior} \)
8. \( \text{for } i = 1 \text{ to } n \text{ do} \)
9. \( \text{tmin} = 1; \text{tmax} = 0; \)
10. \( \text{for } t = 0 \text{ to } \ell - 1 \text{ do} \)
11. \( \text{for } j = 0 \text{ to } \ell - 1 \text{ do} \)
12. \( \text{if } \text{tmin} > C^{(i)}_{t,j} \text{ then } \text{tmin} = C^{(i)}_{t,j}; \)
13. \( \text{if } \text{tmax} < C^{(i)}_{t,j} \text{ then } \text{tmax} = C^{(i)}_{t,j}; \)
14. \( \text{end for} \)
15. \( \text{if } \text{upper} < \ln \frac{\text{tmax}}{\text{tmin}} \text{ then } \text{upper} = \ln \frac{\text{tmax}}{\text{tmin}}, \text{// CM} \)
16. \( \text{end for} \)
17. \( \text{end for} \)
18. \( \delta = \frac{\text{upper}}{\text{numBuckets}}; \)
19. \( \text{return } \delta \)

The worker is modeled as a confusion matrix requires several adaptations. First let us illustrate an example below.

**Example 12.** Take the example in Figure 4.13, where \( \ell = 3, \vec{\alpha} = \{1/3, 1/3, 1/3\}, J = \{j_1, j_2\}, \) and

\[
C^{(1)} = \begin{bmatrix}
0.7 & 0.2 & 0.1 \\
0.1 & 0.8 & 0.1 \\
0.1 & 0.3 & 0.6 \\
\end{bmatrix},
C^{(2)} = \begin{bmatrix}
0.4 & 0.3 & 0.3 \\
0.2 & 0.6 & 0.2 \\
0.2 & 0.1 & 0.7 \\
\end{bmatrix}.
\]

We have to enumerate \( \ell^n = 3^2 = 9 \) different configurations of the possible votings \( V \in \{0, 1, 2\}^2 \) by varying different the true labels \( t \in \{0, 1\} \) from Figure 4.13(a)-(c).

Take the voting \( V = \{0, 1\} \) as an example in Figure 4.13(a), which assumes \( t = 0 \). The probability is \( \Pr(V \mid t = 0) \cdot \Pr(t = 0) = C^{(1)}_{00} \cdot C^{(2)}_{01} \cdot \alpha_0 = 0.07 \). By following the
optimal strategy outlined above, we should compare the probability \( \alpha_0 \cdot \Pr(V \mid t = 0) \), \( \alpha_1 \cdot \Pr(V \mid t = 1) \), and \( \alpha_2 \cdot \Pr(V \mid t = 2) \). As shown in the fourth column of the label, it returns label 0, since it corresponds to the highest probability. As \( S^*(V) = 0 = t \), so the probability 0.07 will be added to \( \hat{J}_Q \).

Based on the example in Figure 4.13 illustrated above, dealing with multiple label task while modeling each worker as a CM is different from that in Figure 4.2, which deals with decision making task and it models each worker as a quality constant. We summarize two main challenges and our solutions in the following:

1. As in Figure 4.2, it models each worker a constant quality value, assuming independence between different labels, i.e., \( \Pr(v_i = 0 \mid t = 0) = \Pr(v_i = 1 \mid t = 1) \). Different from Figure 4.2, in Figure 4.13 the CM models the dependency between the various possible labels, and because of the fact that we can not find the correspondence between different tables in Figure 4.13, we should treat each table (different \( t \)) respectively. So we perform \( \ell \) iterations, where each iteration consider a specific \( t \in [0, \ell - 1] \);

2. As for each voting \( V \), the BV should select

\[
BV(V) = \arg\max_{t \in [0, \ell - 1]} \alpha_t \cdot \Pr(V \mid t = t),
\]

which is the comparison between \( \ell \) probabilities, thus rather than a constant value, given a fixed \( t' \in \{0, 1, \ldots, \ell - 1\} \), we keep an \( \ell \)-tuple

\[
\left( \ln \frac{\Pr(V \mid t = t') \cdot \alpha_{t'}}{\Pr(V \mid t = 0) \cdot \alpha_0}, \ldots, \ln \frac{\Pr(V \mid t = t') \cdot \alpha_{t'}}{\Pr(V \mid t = \ell - 1) \cdot \alpha_{\ell - 1}} \right)
\]

as the key in the map structure, and the corresponding prob is the aggregated probabilities of the same key. Then the prob can be added in \( \hat{J}_Q \) if all components in the tuple are positive.

Algorithm 10 illustrates the \( J_Q \) estimation for multiple-label tasks. As discussed above, we take \( \ell \) iterations to consider each possible \( t \) respectively, where
Algorithm 10 EstimateGeneral\(JQ\) (Chapter 4).

Input:\(J = \{j_1, j_2, \ldots, j_n\}, \text{numBuckets}, n, \ell, \vec{\alpha}\)

Output:\(\hat{JQ}\)

1: \(\delta = \text{GetBucketSize}(Q, \text{numBuckets}, n, \ell, \vec{\alpha})\);
2: \(\hat{JQ} = 0;\)
3: for \(t = 0\) to \(\ell - 1\) do
4: \(SM = \text{map}();\)
5: \(key = (0, 0, \ldots, 0);\) // initialize an \(\ell\)-tuple with all 0
6: for \(j = 0\) to \(\ell - 1\) do
7: \(\text{key}[j + 1] = \left\lceil \frac{\ln(\alpha_t/\alpha_j)}{\delta} - \frac{1}{2} \right\rceil;\) // incorporate prior
8: end for
9: \(SM[key] = 1;\) // the key contains prior information
10: for \(i = 1\) to \(n\) do
11: \(M = \text{map}();\) // initialize an empty map structure
12: for \((key, prob) \in SM\) do
13: for \(v = 0\) to \(\ell - 1\) do
14: \(\text{newkey} = key;\) // copy from key to newkey
15: for \(jj = 0\) to \(\ell - 1\) do
16: \(\text{newkey}[jj + 1] = \left\lceil \frac{\ln(C_{i,j}^{(t)}/C_{i,j}^{(v)})}{\delta} - \frac{1}{2} \right\rceil;\)
17: end for
18: if \(\text{newkey} \notin M\) then
19: \(M[\text{newkey}] = 0;\)
20: end if
21: \(M[\text{newkey}] = M[\text{newkey}] + prob \cdot C_{i,j}^{(t)};\)
22: end for
23: end for
24: \(SM = M;\)
25: end for
26: \(\hat{JQ}_{\text{sub}} = 0;\)
27: for \((key, prob) \in SM\) do
28: \(\text{count} = 0;\)
29: \(\text{flag} = \text{true};\)
30: for \(j = 0\) to \(\ell - 1\) do
31: if \(\text{key}[j + 1] < 0\) then
32: \(\text{flag} = \text{false};\)
33: break;
34: else if \(\text{key}[j + 1] == 0\) then
35: \(\text{count} = \text{count} + 1;\)
36: end if
37: end for
38: if \(\text{flag} = \text{true}\) then
39: \(\hat{JQ}_{\text{sub}} += \text{prob}/\text{count};\)
40: end if
41: end for
42: \(\hat{JQ} = \hat{JQ} + \hat{JQ}_{\text{sub}} \cdot \alpha_i;\) // prior
43: end for
44: return \(\hat{JQ};\)
for each \( t \in [0, \ell - 1] \), it first generates an initial tuple by incorporating the prior information (step 5-8), and then iterates over the \( n \) workers. For each worker \( j_i \), it generates a new map structure \( M \) based on stored map structure \( SM \) for the previous iteration (dealing with worker \( j_{i-1} \)). The way to form \( M \) (step 10-19) is that for each \((key, prob)\) pair in \( SM \), it generates \( \ell \) tuples (each tuple is of size \( \ell \)) by considering different votes from worker \( j_i \), and for each possible vote, it updates \( \ell \) components in the newkey and updates prob in the corresponding newkey (step 12-18). After all workers have been iterated, it starts to deal with the map structure for the last iteration (step 20-31). The corresponding prob value for the key is aggregated if all the elements in the tuple are positive. In the case when there are multiple components with value 0 in the key, as only the lowest label index will be returned (Section 4.7.1), so only \( 1/\text{count} \) of the prob should be added (step 22-31).

The method GetBucketSize is tasked with computing the value of \( \delta \), by considering the prior and the CM of each worker. An important parameter in the computation of \( \delta = \frac{\text{upper}}{\text{numBuckets}} \), and the value upper is computed in Algorithm 9, which is the same as follows:

\[
\max \left\{ \ln \max_{t \in [0,\ell-1]} \alpha_t, \ \max_{i \in [1,n]} \max_{j \in [0,\ell-1]} \frac{\alpha_t}{\min_{t \in [0,\ell-1]} \alpha_t}, \ \ln \max_{t \in [0,\ell-1]} \frac{C_{i,j}^{(t)}}{\min_{t \in [0,\ell-1]} C_{i,j}^{(t)}} \right\}.
\]

Note that as we can easily deal with the case where \( \alpha_t = 0 \) for some \( t \in [0, \ell - 1] \) and \( C_{i,j}^{(t)} = 0 \) for some \( i \in [1,n], t, j \in [0, \ell - 1] \), so we do not have to include them in computing upper, which will result in overflow.

Algorithm complexity. Similar to the analysis in Algorithm 4, suppose \( \text{numBuckets} = d \cdot n \). We know that each component in the key has at most \( 2dn^2 + 1 \) possible values, and there are \( \mathcal{O}(d^\ell \cdot n^{2t}) \) possible tuples, making the time complexity of Algorithm 10 to be \( \mathcal{O}(\ell \cdot d^\ell \cdot n^{2t+1}) \) by considering \( \ell \) iterations for different \( t \). Note that even though this is unfortunately exponential in the number of labels (\( \ell \)), in real settings, however, the number of labels is a
small constant (as otherwise it might confuse the workers), so the algorithm is still polynomial for all practical purposes. Moreover, solving JSP and computing JQ is usually an offline process, without stringent efficiency requirements.

### 4.7.3 JSP extension

In this section, we extend JSP to support for CM and multiple label tasks. Recall that in Section 4.5 we first study two Lemmas (Lemma 4.2 and 4.3), which provide some good properties of JQ, resulting in straightforward solution under specific cost models, then we adapt Simulated Annealing Heuristic to deal with more general cost model for JSP. In this section, we first similarly study whether the two lemmas satisfy or not for more general task and worker models, and then discuss how to solve the general JSP.

We first prove an extension for Lemma 4.3, that is, the monotonicity property on jury size holds even for more general task and worker model:

**Lemma 4.4 (Extensions for Lemma 4.2).** Given $\tilde{\alpha}$ and $J$, $JQ(J, BV, \tilde{\alpha}) \leq JQ(J', BV, \tilde{\alpha})$ where $J' = J \cup \{j_{n+1}\}$.

**Proof.** Similar to the proof in Lemma 4.2, based on the prior $\tilde{\alpha} = \{\alpha_0, \alpha_1 \cdots \alpha_{\ell-1}\}$, for a specific $V \in \Omega$, we denote

$$A_t(V) = \alpha_t \cdot \Pr(V \mid t = t) \cdot \mathbb{E}[1_{BV(V) = t}]$$

for $t = 0, 1, \ldots, \ell - 1$, and based on Equation 4.17, we can prove that

$$\sum_{t=0}^{\ell-1} A_t(V) = \max_{t \in [0, \ell-1]} \{ \alpha_t \cdot P(V \mid t = t) \}. \quad (4.18)$$

By adding a worker $j_{n+1}$ with CM $C^{(n+1)}$ (size $\ell \times \ell$), the voting $V \in \Omega$ becomes $\ell$ votes, where the $j$-th one is denoted as $V^{(j)} = \{v_0^{(j)}, v_1^{(j)}, \ldots, v_{\ell}^{(j)}\}$ s.t. $v_i^{(j)} = v_i$.
for $i \in [1, n]$ and $v^{(j)}_{n+1} = j$. So Equation 4.18 becomes

$$
\sum_{j=0}^{\ell-1} \sum_{t=0}^{\ell-1} A_t(V^{(j)})
= \sum_{j=0}^{\ell-1} \max_{t \in [0, \ell-1]} \{ a_t \cdot P(V^{(j)} | t = t) \}
= \sum_{j=0}^{\ell-1} \max_{t \in [0, \ell-1]} \{ a_t \cdot C^{(n+1)}_{t,j} \cdot P(V | t = t) \}.
$$

(4.19)

By denoting $b_t = a_t \cdot P(V | t = t)$ for $t \in [0, \ell - 1]$, if we can prove Equation 4.19 is not lower than Equation 4.18, i.e.,

$$
\sum_{j=0}^{\ell-1} \max_{t \in [0, \ell-1]} \{ b_t \cdot C^{(n+1)}_{t,j} \} \geq \max_{t \in [0, \ell-1]} \{ b_t \},
$$

(4.20)

then we can prove the theorem by considering all $V \in \Omega$. The proof is straightforward, as for any $t' \in [0, \ell - 1]$, we can prove that

$$
\sum_{j=0}^{\ell-1} \max_{t \in [0, \ell-1]} \{ b_t \cdot C^{(n+1)}_{t,j} \} \geq \sum_{j=0}^{\ell-1} b_{t'} \cdot C^{(n+1)}_{t',j} = b_{t'}.
$$

By extending to any $t' \in [0, \ell - 1]$, we can finally prove Equation 4.20, thus proving the Lemma.

Lemma 4.4 tells us that even for more general task and worker model, the principle “the more workers, the better JQ for BV” still holds. Hence, we can select all workers if each worker contributes voluntarily or the budget is enough to select all workers (i.e., $B \geq \sum_{i=1}^{N} c_i$).

Even though the extension for Lemma 4.2 holds, the extension for Lemma 4.3, i.e., detecting what kind of CM will contribute more to JQ remains an open question. Previous research [92, 160] has addressed how to rank workers (or to detect spammers in all workers) based on their associated Confusion Matrices. The basic idea of [92, 160] is to see whether a worker’s vote is indicative on the true label or not.

To implement the idea, [92] transforms the “hard” label by a worker to a
“soft” label distribution. To be precise, if a worker having CM $C$ votes a label $j \in \{0, 1, \ldots, \ell - 1\}$, then the soft label distribution (denoted as $p^{(j)}$), which encodes the probabilities of each label to be the true label can be derived by a direct application of Bayes’ theorem [23], as follows:

$$p^{(j)} = \left[ \frac{\alpha_0 \cdot C_{0,j}}{\sum_{t=0}^{\ell - 1} \alpha_t \cdot C_{t,j}}, \frac{\alpha_1 \cdot C_{1,j}}{\sum_{t=0}^{\ell - 1} \alpha_t \cdot C_{t,j}}, \ldots, \frac{\alpha_{\ell-1} \cdot C_{\ell-1,j}}{\sum_{t=0}^{\ell - 1} \alpha_t \cdot C_{t,j}} \right].$$

Note that we use $p^{(j)}_k$ to visit the $k$-th component (i.e., $\frac{\alpha_k \cdot C_{k,j}}{\sum_{t=0}^{\ell - 1} \alpha_t \cdot C_{t,j}}$) in the distribution. The more concentrated this distribution $p^{(j)}$ is, the more indicative of the true label based on the worker’s vote for label $j$ is, the “better” the worker’s vote for the label $j$ is. Based on this intuition, [92] define a penalty function of a distribution $p^{(j)}$, as

$$\text{penalty}(p^{(j)}) = \sum_{u=0}^{\ell - 1} \sum_{v=0}^{\ell - 1} p^{(j)}_{u+1} \cdot p^{(j)}_{v+1} \cdot 1_{(u \neq v)},$$

and formally define each worker’s score by aggregating $\text{penalty}(p^{(j)})$ for $j \in [0, \ell - 1]$ by considering the prior $\vec{\alpha}$:

$$\text{score}(\vec{\alpha}, C) = -\sum_{j=0}^{\ell - 1} \alpha_j \cdot \text{penalty}(p^{(j)}). \quad (4.21)$$

Based on the known $\vec{\alpha}$, we can rank the workers in decreasing order of their respective $\text{score}(\vec{\alpha}, C)$, and for the case that each worker requires the same cost (i.e., $c_i = c_j = c$ for $i, j \in [1, n]$), we can heuristically select the first $k$ workers with highest score where $k = \min\{\lfloor \frac{B}{c} \rfloor, N\}$.

The study in [160] does not consider the label priors and defines the penalty function for a worker’s vote $j$ by aggregating the square difference for pairwise combination of the probabilities in $C_{v,j}$ (which is the $(j-1)$-th column in $C$), i.e.,

$$\text{diff}(C, j) = \sum_{u=0}^{\ell - 1} \sum_{v=u}^{\ell - 1} (C_{u,j} - C_{v,j})^2,$$
and the score for a worker with CM $C$ is defined by aggregating over all labels:

$$score(C) = \sum_{j=0}^{\ell-1} \text{diff}(C, j).$$  \hfill (4.22)

Then for this heuristic, we can similarly select the top $k$ workers with highest score if each worker’s cost is the same.

For more general cost models where each worker may require arbitrary cost, we can easily generalize Algorithm 7 for the JSP extension, since it calls the JQ estimation function as a black box, and we can simply replace $\text{EstimateGeneralJQ}$ with $\text{EstimateJQ}$ in Algorithm 7.

### 4.8 Related Works

Since we have reviewed most of the related works of crowdsourcing in Chapter 2, this section only highlights the part related to expert team formation.

In social network, several works [68, 113] studied the problem of expert team formation, that is, given the aggregated skill requirements for a task, how to find a team of experts with minimum cost (communication cost or individual financial requirement), such that the skill requirements are satisfied. Rather than the skill requirements in [68,113], we focus on the probability of drawing a correct answer, which requires to enumerate exponential number of possibilities and is indeed challenging. In fact we address the Jury Selection Problem, which is firstly proposed by [33]. But we find that the solution is sub-optimal in [33], which cannot leverage the known quality for workers. We formally address the optimal JSP problem in the chapter. Some other works [54, 162] also talk about how to wisely select sources for integration. The difference is that we assume the workers are given a multiple-label task and the worker model is known, while in their problem setting, the possible answers from different sources are not restricted, and the sources’ exact real qualities are unknown in advance.
4.9 Chapter Summary

In this chapter, we have studied the task assignment problem in the worker-based setting, i.e., Jury Selection Problem (JSP). To be specific, we focus on decision-making tasks, whose objective is to choose a subset of workers, such that the probability of having a correct answer (or Jury Quality, JQ) is maximized. We approach this problem from an optimality perspective. As JQ is related to voting strategy, we prove that an existing strategy, called Bayesian Voting Strategy (BV) is optimal under the JQ. Although computing JQ under BV is NP-hard, we give an efficient algorithm with theoretical guarantees. Moreover, we incorporate the task provider prior information, and we show how to extend JQ computation for different worker models and task types. Finally we evaluate JSP under BV, we prove several properties which can be used for efficient JSP computations under some constraints, and provide an approximate solution to JSP by simulated annealing heuristics.

Having discussed the solutions to task assignment problem in the above two chapters, in next chapter, we will study another important component in crowdsourcing: truth inference. To be specific, we will study the truth inference problem, i.e., how to aggregate the answers collected from workers and derive the truth of each task.
Chapter 5

Analysis of Truth Inference

5.1 Introduction

Crowdsourcing solutions have been proposed to address tasks that are hard for machines, e.g., entity resolution [30] and sentiment analysis [124]. Due to the wide deployment of public crowdsourcing platforms, e.g., Amazon Mechanical Turk (AMT) [1], CrowdFlower [5], the access to crowd becomes much easier. The database community has shown great interests in crowdsourcing (see a survey [116]). Several crowdsourced databases (e.g., CrowdDB [70], Deco [151], Qurk [137]) are built to incorporate the crowd into query processing, and there are many studies on implementing crowdsourced operators, e.g., Join [35, 136, 192, 199], Max [80, 184], Top-k [46, 214], Group-by [46], etc.

Due to the openness of crowdsourcing, the crowd (called workers) may yield low-quality or even noisy answers. Thus it is important to control the quality in crowdsourcing. To address this problem, most of existing crowdsourcing studies employ a redundancy-based strategy, which assigns each task to multiple workers and aggregates the answers given by different workers to infer the correct answer (called truth) of each task. A fundamental problem, called Truth Inference, is widely studied in existing crowdsourcing
works [21, 32, 47, 48, 63, 100, 104, 118, 119, 126, 127, 131, 161, 182, 197, 200, 226], which
decides how to effectively infer the truth for each task.

To address the problem, a straightforward approach is Majority Voting (MV), which takes the answer given by majority workers as the truth. However, the biggest limitation of MV is that it regards all workers as equal. In reality, workers may have different levels of qualities: a high-quality worker carefully answers tasks; a low-quality (or spammer) may randomly answer tasks in order to deceive money; a malicious worker may even intentionally give wrong answers. Thus it is important to capture each worker’s quality, which can better infer the truth of each task by trusting more on the answers given by workers with higher qualities.

However, the ground truth of each task is unknown and it is hard to estimate a worker’s quality. To address this problem, one can label the ground truth for a small portion of tasks (called golden tasks) and use them to estimate workers’ quality. There are two types of methods to utilize golden tasks. The first is qualification test. Each worker requires to perform a set of golden tasks before she can really answer tasks, and her quality is computed based on her answering performance for these golden tasks. The second is hidden test. The golden tasks are mixed into the tasks and the workers do not know which are golden tasks. A worker’s quality is computed based on her answering performance on these golden tasks. However, the two approaches have some limitations. (1) For qualification test, workers require to answer these “extra” tasks without pay, and many workers do not want to answer such tasks. (2) For hidden test, it is a waste to pay the “extra” tasks. (3) The two techniques may not improve the quality (see Section 5.6).

Considering these limitations, the database community [63, 89, 118, 119, 127, 131, 219] and data mining community [21, 47, 48, 100, 104, 126, 161, 182, 197, 200, 226] independently study this problem and propose various algorithms. However, these algorithms are not compared under the same experimental frame-
work and it is hard for practitioners to select appropriate algorithms. To alleviate this problem, we provide a comprehensive survey on existing truth inference algorithms. We summarize them in terms of task types, task modeling, worker modeling, and inference techniques. We conduct a comprehensive comparison of 17 existing representative methods [21, 47, 48, 100, 104, 118, 119, 126, 161, 182, 197, 200, 226], experimentally compare them on 5 real datasets with varying sizes and task types in real crowdsourcing platforms, make a deep analysis on the experimental results, and provide extensive experimental findings.

To summarize, we make the following contributions:

- We survey 17 existing algorithms, summarize a framework (Section 5.3), and provide an in-depth analysis and summary on the 17 algorithms in different perspectives (Sections 5.4-5.5), which can help practitioners to easily grasp existing truth inference algorithms.
- We experimentally conduct a thorough comparison of these methods on 5 datasets with varying sizes, publicize our codes and datasets [157], and provide experimental findings, which give guidance for selecting appropriate methods under various scenarios (Section 5.6).
- We find that the truth inference problem is not fully solved, identify the limitations of existing algorithms, and point out several promising research directions (Section 5.7).

5.2 Problem Definition

Definition 5.1 (Task). A task set $\mathcal{T}$ contains $n$ tasks, i.e., $\mathcal{T} = \{t_1, t_2, \ldots, t_n\}$. For each task, workers are asked to answer it.

Existing studies mainly focus on three types of tasks.

Decision-Making Tasks. A decision-making task has a claim and asks workers to make a decision on whether the claim is true (denoted as ‘T’) or false (denoted
Table 5.1: An Example Product Dataset.

<table>
<thead>
<tr>
<th>ID</th>
<th>Product Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>r1</td>
<td>iPad Two 16GB WiFi White</td>
</tr>
<tr>
<td>r2</td>
<td>iPad 2nd generation 16GB WiFi White</td>
</tr>
<tr>
<td>r3</td>
<td>Apple iPhone 4 16GB White</td>
</tr>
<tr>
<td>r4</td>
<td>iPhone 4th generation White 16GB</td>
</tr>
</tbody>
</table>

Table 5.2: The Collected Workers’ Answers for All Tasks.

<table>
<thead>
<tr>
<th>t1:</th>
<th>t2:</th>
<th>t3:</th>
<th>t4:</th>
<th>t5:</th>
<th>t6:</th>
</tr>
</thead>
<tbody>
<tr>
<td>(r1=r2)</td>
<td>(r1=r3)</td>
<td>(r1=r4)</td>
<td>(r2=r3)</td>
<td>(r2=r4)</td>
<td>(r3=r4)</td>
</tr>
<tr>
<td>w1</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>F</td>
</tr>
<tr>
<td>w2</td>
<td>F</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>w3</td>
<td>T</td>
<td>F</td>
<td>F</td>
<td>F</td>
<td>T</td>
</tr>
</tbody>
</table>

as ‘F’). Decision-making tasks are widely used and studied in existing crowdsourcing works [47, 48, 100, 126, 200] because of its conceptual simplicity.

Next we take entity resolution as an example, which tries to find pairs of products in Table 5.1 that refer to the same real-world entity. A straightforward way is to generate a task set \( T = \{(r_1=r_2), (r_1=r_3), (r_1=r_4), (r_2=r_3), (r_2=r_4), (r_3=r_4)\} \) with \( n = 6 \) decision-making tasks, where each task has two choices: (true, false), and asks workers to select a choice for the task. For example, \( t_2 \) (or \( r_1=r_3 \)) asks whether the claim ‘iPad Two 16GB WiFi White = Apple iPhone 4 16GB White’ is true (‘T’) or false (‘F’). Tasks are then published to crowdsourcing platforms (e.g., AMT [1]) and workers’ answers are collected.

**Single-Choice (and Multiple-Choice) Tasks.** A single-choice task contains a question and a set of candidate choices, and asks workers to select a single choice out of the candidate choices. For example, in sentiment analysis, a task asks workers to select the sentiment (‘positive’, ‘neutral’, ‘negative’) of a given tweet. Decision-making task is a special case of single-choice task, with two special choices (‘T’ and ‘F’). The single-choice tasks are especially studied in [21, 47, 48, 104, 118, 127, 131, 161, 182, 200, 226]. A direct extension of single-choice task is multiple-choice task, where workers can select multiple choices.
(not only a single choice) out of a set of candidate choices. For example, in image tagging, given a set of candidate tags for an image, it asks workers to select the tags that the image contains. However, as addressed in [149,222], a multi-label task can be easily transformed to a set of decision-making tasks, e.g., for an image tagging task (multi-label task), each transformed decision-making task asks whether or not a tag is contained in an image. Thus the methods in decision-making tasks can be directly extended to handle multiple-choice tasks.

**Numeric Tasks.** The numeric task asks workers to provide a value. For example, a task asks about the height of Mount Everest. Different from the tasks above, workers’ inputs are numeric values, which have inherent orderings (e.g., compared with 8800m, 8845m is closer to 8848m). Existing works [118,161] especially study such tasks by considering the inherent orderings between values.

**Others.** Besides the above tasks, there are other types of tasks, e.g., translate a language to another [32], or ask workers to collect data (e.g., the name of a celebrity) [70,190]. However, it is hard to control the quality for such “open” tasks. Thus they are rarely studied in existing works [32,70,190]. In this chapter, we focus only on the above three tasks and leave other tasks for future work.

**Definition 5.2 (Worker).** A worker set \( W \) contains a set of workers, i.e., \( W = \{w\} \). Let \( W^i \) denote the set of workers that have answered task \( t_i \) and \( T^w \) denote the set of tasks that have been answered by worker \( w \).

**Definition 5.3 (Answer).** Each task \( t_i \) can be answered with a subset of workers in \( W \). Let \( v^w_i \) denote the worker \( w \)'s answer for task \( t_i \), and the set of answers \( V = \{v^w_i\} \) contains the collected workers’ answers for all tasks.

Table 5.2 shows an example, with answers to \( T \) given by three workers \( W = \{w_1, w_2, w_3\} \). (The empty cell means that the worker does not answer the task.) For example, \( v^w_4 = F \) means worker \( w_1 \) answers \( t_4 \) (i.e., \( r_2 = r_3 \)) with ‘F’, i.e., \( w_1 \) thinks that \( r_2 \neq r_3 \). The set of workers that answer \( t_1 \) is \( W^1 = \{w_1, w_3\} \), and the set of tasks answered by worker \( w_2 \) is \( T^{w_2} = \{t_2, t_3, t_4, t_5, t_6\} \).

**Definition 5.4 (Truth).** Each task \( t_i \) has a true answer, called the ground truth (or truth), denoted as \( v^*_i \).
Table 5.3: Notations Used in Chapter 5.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_i$</td>
<td>the $i$-th task ($1 \leq i \leq n$) and $T = {t_1, t_2, \ldots, t_n}$</td>
</tr>
<tr>
<td>$w$</td>
<td>the worker $w$ and $W = {w}$ is the set of workers</td>
</tr>
<tr>
<td>$W_i$</td>
<td>the set of workers that have answered task $t_i$</td>
</tr>
<tr>
<td>$T_w$</td>
<td>the set of tasks that have been answered by worker $w$</td>
</tr>
<tr>
<td>$v_i^w$</td>
<td>the answer given by worker $w$ for task $t_i$</td>
</tr>
<tr>
<td>$V$</td>
<td>the set of workers’ answers for all tasks, i.e., $V = {v_i^w}$</td>
</tr>
<tr>
<td>$v_i^*$</td>
<td>the (ground) truth for task $t_i$ ($1 \leq i \leq n$)</td>
</tr>
</tbody>
</table>

For the example task set $T$ in Table 5.1, only pairs ($r_1 = r_2$) and ($r_3 = r_4$) are true, and thus $v_1^* = v_6^* = T$, and others’ truth are F.

Based on the above notations, the truth inference problem is to infer the (unknown) truth $v_i^*$ for each task $t_i$ based on $V$.

**Definition 5.5 (Truth Inference in Crowdsourcing).** Given workers’ answers $V$, infer the truth $v_i^*$ of each task $t_i \in T$.

Table 5.3 summarizes the notations used in the chapter.

### 5.3 Solution Framework

A naive solution is Majority Voting (MV) [70, 137, 151], which regards the choice answered by majority workers as the truth. Based on Table 5.2, the truth derived by MV is $v_1^* = F$ for $2 \leq i \leq 6$ and it randomly infers $v_1^*$ to break the tie. The MV incorrectly infers $v_6^*$, and has 50% chance to infer $v_1^*$ wrongly. The reason is that MV assumes that each worker has the same quality, and in reality, workers have different qualities: some are experts or ordinary workers, while others are spammers (who randomly answer tasks in order to deceive money) or even malicious workers (who intentionally give wrong answers). Take a closer look at Table 5.2, we can observe that $w_3$ has a higher quality, and the reason is that if we do not consider $t_1$ (which receives 1 ‘T’ and 1 ‘F’), then $w_3$
gives 4 out of 5 answers that are reported by majority workers, while \( w_1 \) and \( w_2 \) give both 3 out of 5, thus we should give higher trust to \( w_3 \)'s answer and in this way can infer all tasks’ truth correctly.

Based on the above discussions, existing works [21, 47, 48, 63, 100, 104, 118, 126, 127, 131, 161, 182, 197, 200, 225, 226] propose various ways to model a worker’s quality. Although qualification test and hidden test can help to estimate a worker’s quality, they require to label tasks with truth beforehand, and a worker also requires to answer these “extra” tasks. To address this problem, existing works [21, 47, 48, 63, 100, 104, 118, 126, 127, 131, 161, 182, 197, 200, 225, 226] estimate each worker’s quality purely based on workers’ answers \( V \). Intuitively, they capture the inherent relations between workers’ qualities and tasks’ truth: for a task, the answer given by a high-quality worker is highly likely to be the truth; conversely, for a worker, if the worker often correctly answers tasks, then the worker will be assigned with a high quality. By capturing such relations, they adopt an iterative approach, which jointly infers both the workers’ qualities and tasks’ truth.

By capturing the above relations, the general approach adopted by most of existing works [21, 47, 48, 63, 100, 104, 118, 126, 127, 131, 161, 182, 197, 200, 225, 226] is shown in Algorithm 11. The quality of each worker \( w \in W \) is denoted as \( q^w \). In Algorithm 11, it first initializes workers’ qualities randomly or using qualification test (line 1), and then adopts an iterative approach with two steps (lines 4-16):

**Step 1: Inferring the Truth** (lines 4-5): it infers each task’s truth based on workers’ answers and qualities. In this step, different task types are handled differently. Furthermore, some existing works [197, 200] explicitly model each task, e.g., [200] regards that different tasks may have different difficulties. We discuss how existing works model a task in Section 5.4.1.

**Step 2: Estimating Worker Quality** (lines 11-12): based on workers’ answers and each task’s truth (derived from step 1), it estimates each worker’s quality.
In this step, existing works model each worker \( w \)'s quality \( q^w \) differently. For example, \([21, 48, 100, 126]\) model \( q^w \) as a single value, while \([47, 104, 126, 161, 182]\) model \( q^w \) as a matrix. We discuss worker's models in Section 5.4.2.

**Convergence** (lines 15-16): the two iterations will run until convergence. Typically to identify convergence, existing works will check whether the change of two sets of parameters (i.e., workers’ qualities and tasks’ truth) is below some defined threshold (e.g., \(10^{-3}\)). Finally the inferred truth and workers’ qualities are returned.

**Running Example.** Let us show how the method PM \([21, 119]\) works for Table 5.2. PM models each worker \( w \) as a single value \( q^w \in [0, +\infty) \) and a higher value implies a higher quality. Initially, each worker \( w \in \mathcal{W} \) is assigned with the same quality \( q^w = 1 \). Then the two steps devised in PM are as follows:

**Step 1 (line 5):**
\[
v^*_i = \arg\max_w \sum_{w \in \mathcal{W}} q^w \cdot I\{v = v^w\};
\]

**Step 2 (line 12):**
\[
q^w = -\log \left( \frac{\sum_{i \in \mathcal{T}^w} I\{v^*_i \neq v^w\}}{\max_{w \in \mathcal{W}} \sum_{i \in \mathcal{T}^w} I\{v^*_i \neq v^w\}} \right).
\]

The indicator function \( I\{\cdot\} \) returns 1 if the statement is true; 0, otherwise. For example, \( I\{5 \neq 3\} = 0 \) and \( I\{5 = 5\} = 1 \). For the 1st iteration, in step 1, it computes each task's truth from workers' answers by considering which choice receives the highest aggregated workers' qualities. Intuitively, the answer given by many high quality workers are likely to be the truth. For example, for task \( t_2 \), as it receives one T and two F's from workers and each worker is of the same quality, then \( v^*_2 = F \). Similarly we get \( v^*_1 = T \) and \( v^*_i = F \) for \( 2 \leq i \leq 6 \). In step 2, based on the computed truth in step 1, it gives a high (low) quality to a worker if the worker makes few (a lot of) mistakes. For example, as the number of mistakes (i.e., \( \sum_{i \in \mathcal{T}^w} I\{v^*_i \neq v^w\} \)) for workers \( w_1, w_2, w_3 \) are 3, 2, 1, respectively, thus the computed qualities are \( q^{w_1} = -\log(3/3) = 0 \), \( q^{w_2} = -\log(2/3) = 0.41 \) and \( q^{w_3} = -\log(1/3) = 1.095 \). Following these two steps, the process will then iterate until convergence. In the converged results, the truth are \( v^*_1 = v^*_6 = T \), and \( v^*_i = F \) (\( 2 \leq i \leq 5 \)); the qualities are \( q^{w_1} = 4.9 \times 10^{-15} \), \( q^{w_2} = 0.29 \) and \( q^{w_3} = 16.09 \).
Algorithm 11 Solution Framework (Chapter 5).

Input: workers’ answers $V$
Output: inferred truth $v_i^*$ ($1 \leq i \leq n$), worker quality $q^w$ ($w \in W$)

1: Initialize all workers’ qualities ($q^w$ for $w \in W$);
2: while true do
3:   // Step 1: Inferring the Truth
4:   for $1 \leq i \leq n$ do
5:     Inferring the truth $v_i^*$ based on $V$ and \{$q^w \mid w \in W$\};
6:   end for
7:   // Step 2: Estimating Worker Quality
8:   for $w \in W$ do
9:     Estimating the quality $q^w$ based on $V$ and \{$v_i^* \mid 1 \leq i \leq n$\};
10:  end for
11:  // Check for Convergence
12:  if Converged then
13:      break;
14:  end if
15: end while
16: return $v_i^*$ for $1 \leq i \leq n$ and $q^w$ for $w \in W$;

We can observe that PM can derive the truth correctly, and $w_3$ has a higher quality compared with $w_1$ and $w_2$.

5.4 Important Factors

In this section, we categorize existing works [21, 47, 48, 63, 100, 104, 118, 126, 127, 131, 161, 182, 197, 200, 225, 226] following two factors:

Task Modeling (Section 5.4.1): how existing works model a task (e.g., task’s difficulty, latent topics).

Worker Modeling (Section 5.4.2): how existing works model a worker’s quality (e.g., worker probability, diverse skills).

We summarize how existing works [21, 47, 48, 63, 100, 104, 118, 126, 127, 131, 161, 182, 197, 200, 225, 226] can be categorized based on the above factors in Table 5.4. Next we analyze each factor, respectively.
Table 5.4: Comparisons of Different Truth Inference Methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>Task Types</th>
<th>Task Modeling</th>
<th>Worker Modeling</th>
<th>Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV</td>
<td>DM, SC</td>
<td>No Model</td>
<td>No Model</td>
<td>Direct</td>
</tr>
<tr>
<td>Mean</td>
<td>Numeric</td>
<td>No Model</td>
<td>No Model</td>
<td>Direct</td>
</tr>
<tr>
<td>Median</td>
<td>Numeric</td>
<td>No Model</td>
<td>No Model</td>
<td>Direct</td>
</tr>
<tr>
<td>ZC [48]</td>
<td>DM, SC</td>
<td>No Model</td>
<td>Worker Probability</td>
<td>PGM</td>
</tr>
<tr>
<td>GLAD [200]</td>
<td>DM, SC</td>
<td>Task Difficulty</td>
<td>Worker Probability</td>
<td>PGM</td>
</tr>
<tr>
<td>D&amp;S [47]</td>
<td>DM, SC</td>
<td>No Model</td>
<td>Confusion Matrix</td>
<td>PGM</td>
</tr>
<tr>
<td>Minimax [226]</td>
<td>DM, SC</td>
<td>No Model</td>
<td>Diverse Skills</td>
<td>Optimization</td>
</tr>
<tr>
<td>BCC [104]</td>
<td>DM, SC</td>
<td>No Model</td>
<td>Confusion Matrix</td>
<td>PGM</td>
</tr>
<tr>
<td>CBCC [182]</td>
<td>DM, SC</td>
<td>No Model</td>
<td>Confusion Matrix</td>
<td>PGM</td>
</tr>
<tr>
<td>LFC [161]</td>
<td>DM, SC</td>
<td>No Model</td>
<td>Confusion Matrix</td>
<td>PGM</td>
</tr>
<tr>
<td>CATD [118]</td>
<td>DM, SC, Numeric</td>
<td>No Model</td>
<td>Worker Probability Confidence</td>
<td>Optimization</td>
</tr>
<tr>
<td>PM [21, 119]</td>
<td>DM, SC, Numeric</td>
<td>No Model</td>
<td>Worker Probability</td>
<td>Optimization</td>
</tr>
<tr>
<td>Multi [197]</td>
<td>DM</td>
<td>Latent Topics</td>
<td>Diverse Skills Worker Bias Worker Variance</td>
<td>PGM</td>
</tr>
<tr>
<td>KOS [100]</td>
<td>DM</td>
<td>No Model</td>
<td>Worker Probability</td>
<td>PGM</td>
</tr>
<tr>
<td>VI-BP [126]</td>
<td>DM</td>
<td>No Model</td>
<td>Confusion Matrix</td>
<td>PGM</td>
</tr>
<tr>
<td>VI-MF [126]</td>
<td>DM</td>
<td>No Model</td>
<td>Confusion Matrix</td>
<td>PGM</td>
</tr>
<tr>
<td>LFC_N [161]</td>
<td>Numeric</td>
<td>No Model</td>
<td>Worker Variance</td>
<td>PGM</td>
</tr>
</tbody>
</table>


5.4.1 Task Modeling

Task Difficulty

Different from most existing works which assume that a worker has the same quality for answering different tasks, some recent works [131, 200] model the difficulty in each task. They assume that each task has its difficulty level, and the more difficult a task is, the harder a worker can correctly answer the task. For example, in [200], it models the probability that worker $w$ correctly answers task $t_i$ as follows: $\Pr(\hat{v}_i^w = v_i^* \mid d_i, q^w) = 1/(1 + e^{-d_i \cdot q^w})$, where $d_i \in (0, +\infty)$ represents the difficulty for task $t_i$, and the higher $d_i$ is, the easier task $t_i$ is. Intuitively, for a fixed worker quality $q^w > 0$, an easier task (high value of $d_i$) leads to a higher probability that the worker correctly answers the task.
Latent Topics

Different from modeling each task as a value (e.g., difficulty), some recent works [63, 131, 197, 217] model each task as a vector with $K$ values. The basic idea is to exploit the diverse topics in a task, where the topic number (i.e., $K$) is predefined. For example, existing studies [63, 131] make use of the text description in each task and adopt topic model techniques [25, 216] to generate a vector of size $K$ for the task; while Multi [197] learns a $K$-size vector without referring to external information (e.g., text descriptions). Based on the task models, a worker is probable to answer a task correctly if the worker has high qualities on the task’s related topics.

5.4.2 Worker Modeling

Worker Probability

Worker probability uses a single real number (between 0 and 1) to model a worker $w$’s quality $q^w \in [0, 1]$, which represents the ability that worker $w$ correctly answers a task. The higher $q^w$ is, the worker $w$ has higher ability to correctly answer tasks. The model has been widely used in existing works [21, 48, 100, 126]. Some recent works [119, 200] extend the worker probability to model a worker’s quality in a wider range, e.g., $q^w \in (-\infty, +\infty)$, and a higher $q^w$ means the worker $w$’s higher quality in answering tasks.

Confusion Matrix

Confusion matrix [47, 104, 126, 161, 182] is used to model a worker’s quality for answering single-choice tasks. Suppose each task in $T$ has $\ell$ fixed choices, then the confusion matrix $q^{w}$ is an $\ell \times \ell$ matrix, where the $j$-th ($1 \leq j \leq \ell$) row, i.e., $q^{w}_{j} = [ q^{w}_{j,1}, q^{w}_{j,2}, \ldots, q^{w}_{j,\ell} ]$, represents the probability distribution of worker $w$’s possible answers for a task if the truth of the task is the $j$-th choice. Each
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Element $q^w_{j,k} (1 \leq j \leq \ell, 1 \leq k \leq \ell)$ means that “given the truth of a task is the $j$-th choice, the probability that worker $w$ selects the $k$-th choice”, i.e., $q^w_{j,k} = \Pr(v^w_i = k \mid v^*_i = j)$ for any $t_i \in T$. For example, decision-making tasks ask workers to select ‘T’ (1st choice) or ‘F’ (2nd choice) for each claim ($\ell = 2$), then an example confusion matrix for $w$ is $q^w = \begin{bmatrix} 0.8 & 0.2 \\ 0.3 & 0.7 \end{bmatrix}$, where $q^w_{1,2} = 0.2$ means that if the truth of a task is ‘T’, the probability that the worker answers the task as ‘F’ is 0.2.

Worker Bias and Worker Variance

Worker bias and variance [161, 197] are proposed to handle numeric tasks, where worker bias captures the effect that a worker may underestimate (or overestimate) the truth of a task, and worker variance captures the variation of errors around the bias. For example, given a set of photos with humans, each numeric task asks workers to estimate the height of the human on it. Suppose a worker $w$ is modeled with bias $\tau_w$ and variance $\sigma_w$, then the answer $v^w_i$ given by worker $w$ is modeled to draw from the Gaussian distribution: $v^w_i \sim N(v^*_i + \tau_w, \sigma_w)$, that is, (1) a worker with bias $\tau_w \gg 0$ ($\tau_w \ll 0$) will overestimate (underestimate) the height, while $\tau_w \to 0$ leads to more accurate estimation; (2) a worker with variance $\sigma_w \gg 0$ means a large variation of error, while $\sigma_w \to 0$ leads to a small variation of error.

Confidence

Existing works [98, 118] observe that if a worker answers plenty of tasks, then the estimated quality for the worker is confident; otherwise, if a worker answers only a few tasks, then the estimated quality is not confident. Inspired by this observation, [131] assigns higher qualities to the workers who answer plenty of tasks, than the workers who answer a few tasks. To be specific, for a worker $w$, it uses the Chi-Square distribution [2] with 95% confidence interval, i.e., $\chi^2_{(0.975, |T^w|)}$ as a coefficient to scale up the worker’s quality, where $|T^w|$ is the
number of tasks that worker $w$ has answered. $\chi^2_{(0.975, |T^w|)}$ increases with $|T^w|$, i.e., the more tasks $w$ has answered, the higher worker $w$’s quality is scaled to.

Diverse Skills

A worker may have various levels of expertise for different topics. For example, a sports fan that rarely pays attention to entertainment may answer tasks related to sports more correctly than tasks related to entertainment. Different from most of the above models which have an assumption that a worker has the same quality to answer different tasks, existing works [63, 131, 197, 217, 220, 226] model the diverse skills in a worker and capture a worker’s diverse qualities for different tasks. The basic ideas of [63, 226] are that they model a worker $w$’s quality as a vector of size $n$, i.e., $q^w = [q^w_1, q^w_2, \ldots, q^w_n]$, where $q^w_i$ indicates worker $w$’s quality for task $t_i$. Different from [63, 226], some recent works [131, 197, 217, 220] model a worker’s quality for different latent topics, i.e., $q^w = [q^w_1, q^w_2, \ldots, q^w_K]$, where the number $K$ is pre-defined, indicating the number of latent topics. They [131, 197, 217, 220] assume that each task is related to one or more topics in these $K$ latent topics, and a worker is highly probable to correctly answer a task if the worker has a high quality in the task’s related topics.

5.5 Truth Inference Algorithms

Existing works [21, 47, 48, 63, 100, 104, 118, 126, 127, 131, 161, 182, 197, 200, 226] usually adopt the framework in Algorithm 11. Based on the used techniques, they can be classified into the following three categories: direct computation [70, 151], optimization methods [21, 63, 118, 226] and probabilistic graphical model methods [47, 48, 100, 104, 126, 127, 131, 161, 182, 197, 200]. Next we talk about them, respectively.
5.5.1 Direct Computation

Some baseline methods directly estimate $v^*_i$ ($1 \leq i \leq n$) based on $V$, without modeling each worker or task. For decision-making and single-label tasks, Majority Voting (MV) regards the truth of each task as the answer given by most workers; while for numeric tasks, Mean and Median are two baseline methods that regard the mean and median of workers’ answers as the truth for each task.

5.5.2 Optimization

The basic idea of optimization methods is to set a self-defined optimization function that captures the relations between workers’ qualities and tasks’ truth, and then derive an iterative method to compute these two sets of parameters collectively. The differences among existing works [21,118,119,226] are that they model workers’ qualities differently and apply different optimization functions to capture the relations between the two sets of parameters.

(1) Worker Probability. PM [21,119] models each worker’s quality as a single value, and the optimization function is defined as:

$$
\min_{\{q^w\}, \{v^*_i\}} f(\{q^w\}, \{v^*_i\}) = \sum_{w \in W} q^w \cdot \sum_{i \in T} d(v^w_i, v^*_i),
$$

where $\{q^w\}$ represents the set of all workers’ qualities, and similarly $\{v^*_i\}$ represents the set of all truth. It models a worker $w$’s quality as $q^w \geq 0$, and $d(v^w_i, v^*_i) \geq 0$ defines the distance between worker’s answer $v^w_i$ and the truth $v^*_i$: the similar $v^w_i$ is to $v^*_i$, the lower the value of $d(v^w_i, v^*_i)$ is. Intuitively, to minimize $f(\{q^w\}, \{v^*_i\})$, a worker $w$’s high quality $q^w$ corresponds to a low value in $d(v^w_i, v^*_i)$, i.e., worker $w$’s answer should be close to the truth. By capturing the intuitions, similar to Algorithm 11, PM [21,119] develops an iterative approach, and in each iteration, it adopts the two steps as illustrated in Section 5.3.
(2) Worker Probability and Confidence. Different from above, CATD [118] considers both worker probability and confidence in modeling a worker’s quality. As discussed in Section 5.4.2, each worker \( w \)'s quality is scaled up to a coefficient of \( A^2_{\{0.975\},\{\tau^w\}} \), i.e., the more tasks \( w \) has answered, the higher worker \( w \)'s quality is scaled to. It develops an objective function, with the intuitions that a worker \( w \) who gives answers close to the truth and answers a plenty of tasks should have a high quality \( q^w \). Similarly it adopts an iterative approach, and iterates the two steps until convergence.

(3) Diverse Skills. Minimax [226] leverages the idea of minimax entropy [227]. To be specific, it models the diverse skills of a worker \( w \) across different tasks and focuses on single-label tasks (with \( \ell \) choices). It assumes that for a task \( t_i \), the answers given by \( w \) are generated by a probability distribution \( \pi^{\omega}_{i,j} = [ \pi^{\omega}_{i,1}, \pi^{\omega}_{i,2}, \ldots, \pi^{\omega}_{i,\ell} ] \), where each \( \pi^{\omega}_{i,j} \) is the probability that worker \( w \) answers task \( t_i \) with the \( j \)-th choice. Following this, an objective function is defined by considering two constraints for tasks and workers: for a task \( t_i \), the number of answers collected for a choice equals the sum of corresponding generated probabilities; for a worker \( w \), among all tasks answered by \( w \), given the truth is the \( j \)-th choice, the number of answers collected for the \( k \)-th choice equals the sum of corresponding generated probabilities. Finally [226] devises an iterative approach to infer the two sets of parameters \( \{ v^i \} \) and \( \{ \pi^{\omega} \} \).

5.5.3 Probabilistic Graphical Model (PGM)

A probabilistic graphical model [107] is a graph which expresses the conditional dependency structure (represented by edges) between random variables (represented by nodes). Figure 5.1 shows the general PGM adopted in existing works. Each node represents a variable. There are two plates, respectively for workers and tasks, where each one represents the repeating variables. For example, the plate for workers represents \(|W|\) repeating variables, where each variable corresponds to a worker \( w \in W \). For the variables, \( \alpha \), \( \beta \), and \( v^i_w \) are
known (α and β are priors for $q^w$ and $v^*_i$, which can be set based on the prior knowledge); $q^w$ and $v^*_i$ are latent or unknown variables, which are two desired variables to compute. The directed edges model the conditional dependence between a child node and its associated parent node(s) in the sense that the child node follows a probabilistic distribution conditioned on the values taken by the parent node(s). For example, three conditional distributions in Figure 5.1 are $\Pr(q^w | \alpha)$, $\Pr(v^*_i | \beta)$ and $\Pr(v^w_i | q^w, v^*_i)$.

Next we illustrate the details (optimization goal and the two steps) of each method using PGM. In general the methods differ in the used worker model. It can be classified into three categories: worker probability [48, 100, 126, 200], confusion matrix [47, 104, 161, 182] and diverse skills [63, 131, 197]. For each category, we first introduce its basic method, e.g., ZC [48], and then summarize how other methods [100, 126, 200] extend the basic method ZC [48].

(1) Worker Probability: ZC [48] and its extensions [100, 126, 200].

ZC [48] adopts a PGM similar to Figure 5.1, with the simplification that it does not consider the priors (i.e., α, β). Suppose all tasks are decision-making tasks ($v^*_i \in \{T, F\}$) and each worker’s quality is modeled as worker probability $q^w \in [0, 1]$. Then

$$\Pr(v^w_i | q^w, v^*_i) = (q^w)^{1_{v^w_i = v^*_i}} \cdot (1 - q^w)^{1_{v^w_i \neq v^*_i}},$$

which means that the probability worker $w$ correctly (incorrectly) answers a task is $q^w (1 - q^w)$. For decision-making tasks, ZC [48] tries to maximize the probability of the occurrence of workers’ answers, called likelihood, i.e.,

$$\max_{\{q^w\}} \Pr(V | \{q^w\}),$$

which regards $\{v^*_i\}$ as latent variables:

$$\Pr(V | \{q^w\}) = \frac{1}{2} \cdot \prod_{i=1}^n \sum_{z \in \{T, F\}} \prod_{w \in W} \Pr(v^w_i | q^w, v^*_i = z). \quad (5.1)$$

However, it is hard to optimize due to the non-convexity. Thus ZC [48] applies the EM (Expectation-Maximization) framework [49] and iteratively updates $q^w$.
and \( v_i^* \) to approximate its optimal value. Note ZC [48] develops a system to address entity linking for online pages. In this chapter we focus on the part of leveraging the crowd’s answers to infer the truth (i.e., Section 4.3 in [48]), and we omit other parts (e.g., constraints on its probabilistic model).

There are several extensions of ZC, e.g., GLAD [200], KOS [100], VI-BP [126], VI-MF [126], and they focus on different perspectives:

**Task Model.** GLAD [200] extends ZC [48] in task model. Rather than assuming that each task is the same, it [200] models each task \( t_i \)'s difficulty \( d_i \in (0, +\infty) \) (the higher, the easier). Then it models the worker’s answer as \( \Pr(v_{i}^w = v_i^* \mid d_i, q_w) = 1/(1 + e^{-d_i \cdot q_w}) \), and integrates it into Equation 5.1 to approximate the optimal value using Gradient Descent [107] (an iterative method).

**Optimization Function.** KOS [100], VI-BP [126], and VI-MF [126] extend ZC [48] in an optimization goal. Recall that ZC tries to compute the optimal \( \{q_w^v\} \) that maximizes \( \Pr(V \mid \{q_w^v\}) \), which is the Point Estimate. Instead, [100,126] leverage the Bayesian Estimators to calculate the integral of all possible \( q_w^v \), and the target is to estimate the truth \( v_i^* = \arg\max_{z \in \{T, F\}} \Pr(v_i^* = z \mid V) \), where

\[
\Pr(v_i^* = z \mid V) = \int_{\{q_w^v\}} \Pr(v_i^* = z, \{q_w^v\} \mid V) \, d\{q_w^v\}. \tag{5.2}
\]
It is hard to directly compute Equation 5.2, and existing works [100,126] seek for Variational Inference (VI) techniques [191] to approximate the value: KOS [100] first leverages Belief Propagation (one typical VI technique) to iteratively approximate the value in Equation 5.2, then [126] proposes a more general model based on KOS, called VI-BP. Moreover, it [126] also applies Mean Field (another VI technique) in VI-MF to iteratively approach Equation 5.2.


D&S [47] focuses on single-label tasks (with fixed $\ell$ choices) and models each worker as a confusion matrix $q_w$ with size $\ell \times \ell$ (Section 5.4.2). The worker $w$’s answer follows the probability $\Pr(v_w \mid q_w, v^*_i) = q_{v^*_i}^{w}$. Similar to Equation 5.1, D&S [47] tries to optimize the function $\underset{\{q_w\}}{\arg\max} \Pr(V \mid \{q_w\})$, where

$$\Pr(V \mid \{q_w\}) = \prod_{i=1}^{n} \sum_{1 \leq z \leq \ell} \Pr(v^*_i = z) \cdot \prod_{w \in W_0} q_z^{w},$$

and it applies the EM framework [49] to devise two iterative steps.

The above method D&S [47], which models a worker as a confusion matrix, is also a widely used model. There are some extensions, e.g., LFC [161], LFC_N [161], BCC [104] and CBCC [182].

**Priors.** LFC [161] extends D&S [47] to incorporate the priors into worker’s model, by assuming that the priors, denoted as $\alpha_{w,j,k}$ for $1 \leq j, k \leq \ell$ are known in advance, and the worker’s quality $q_{j,k}^w$ is generated following Beta($\alpha_{w,j,k}, \sum_{k=1}^{\ell} \alpha_{j,k}$) distribution.

**Task Type.** LFC_N [161] also handles numeric tasks. Different from decision-making and single-choice tasks, it assumes that worker $w$’s answer follows $v^w_i \sim \mathcal{N}(v^*_i, \sigma_w^2)$, where $\sigma_w$ is the variance, and a small $\sigma_w$ implies that $v^w_i$ is close to truth $v^*_i$.

**Optimization Function.** BCC [104] has a different optimization goal compared with D&S [47] and it aims at maximizing the posterior joint probability. For example, in Figure 5.1, it optimizes the posterior joint probability of all unknown
variables, i.e.,
\[ \prod_{i=1}^{n} \Pr(v_i^* | \beta) \prod_{w \in W} \Pr(q_w^* | \alpha) \prod_{i=1}^{n} \prod_{w \in W} \Pr(v_w^i | q_w^*, v_i^*). \]

To optimize the above formula, the technique of Gibbs Sampling [107] is used to iteratively infer the two sets of parameters \{q_w^w\}, \{v_i^*\} until convergence, where \(q_w^w\) is modeled as a confusion matrix. Then CBCC [182] extends BCC [104] to support community. The basic idea is that each worker belongs to one community, where each community has a representative confusion matrix, and workers in the same community share very similar confusion matrices.

(3) Diverse Skills: Multi [197] and others [63, 131, 220].

Recently, there are some works (e.g., [63, 131, 197, 220]) that model a worker’s diverse skills. Basically, they model a worker \(w\)’s quality \(q_w^w\) as a vector of size \(K\) (Section 5.4.2), which captures a worker’s diverse skills over \(K\) latent topics. For example, [131] combines the process of topic model (i.e., TwitterLDA [216]) and truth inference together, and [220] leverages entity linking and knowledge base to exploit a worker’s diverse skills.

5.6 Experiments

In this section, we evaluate 17 existing methods (Table 5.4) on real datasets. We first introduce the experimental setup (Section 5.6.1), and then analyze the quality of collected crowdsourced data (Section 5.6.2). Finally we compare with existing methods (Section 5.6.3). We have made all our used datasets and codes available [157] for reproducibility and future research. We implement the experiments in Python on a server with CPU 2.40GHz and 60GB memory.
Table 5.5: The Statistics of Each Dataset.

| Dataset     | #tasks \((n)\) | #truth | \(|V|\) | \(|V|/n\) | \(|W|\) |
|-------------|----------------|--------|--------|----------|--------|
| **Datasets for Decision-Making Tasks** |
| D_Product [192] | 8,315          | 8,315  | 24,945 | 3        | 176    |
| D_PosSent    | 1,000          | 1,000  | 20,000 | 20       | 85     |
| **Datasets for Single-Label Tasks** |
| S_Rel [31]   | 20,232         | 4,460  | 98,453 | 4.9      | 766    |
| S_Adult [11] | 11,040         | 1,517  | 92,721 | 8.4      | 825    |
| **Datasets for Numeric Tasks** |
| N_Emotion [173]| 700            | 700    | 7,000  | 10       | 38     |

5.6.1 Experimental Setup

Datasets

There are many public crowdsourcing datasets [43]. Among them, we select 5 representative datasets based on three criteria: (1) the dataset is large in task size; (2) each task received multiple answers; (3) all datasets cover different task types. In Table 5.5, for each selected dataset, we list four statistics: the number of tasks, or \(#\text{tasks} \,(n)\), \(#\text{collected answers} \,(|V|)\), the average number of answers for each task \((|V|/n)\), \(#\text{truth}\) (some large datasets only provide a subset as ground truth) and \(#\text{workers} \,(|W|)\). For example, for dataset D_Product, it contains 8,315 tasks, with 24,945 answers collected from 176 workers, and each task is answered with 3 times on average. Next, we introduce the details of each dataset (with different task types). We manually collect answers for D_PosSent [180] from AMT [1]; while for other datasets, we use the public datasets collected by other researchers [11, 31, 173, 192].

Decision-Making Tasks (start with prefix ‘D.’):

- D_Product [192]. Each task in the dataset contains two products (with descriptions) and two choices (T, F), and it asks workers to identify whether the claim “the two products are the same” is true (‘T’) or false (‘F’). An example task is “Sony Camera Carrying-LCSMX100 and Sony LCS-MX100 Camcorder are the same?”.
There are 8135 tasks, and 1101 (7034) tasks’ truth are T (F).

- **D_PosSent.** Each task in the dataset contains a tweet related to a company (e.g., “The recent products of Apple is amazing!”), and asks workers to identify whether the tweet has positive sentiment to that company. The workers give ‘yes’ or ‘no’ to each task. Based on the dataset [180], we create 1000 tasks. Among them, 528 (472) tasks’ truth are yes (no). In AMT [1], we batch 20 tasks in a Human Intelligence Task (HIT) and assign each HIT to 20 workers. We pay each worker $0.03 upon answering a HIT. We manually create qualification test by selecting 20 tasks, and each worker should answer the qualification test before she can answer our tasks.

**Single-Choice Tasks (start with prefix ‘S_’):**

- **S_Rel1** [31]. Each task contains a topic and a document, and it asks workers to choose the relevance of the topic w.r.t. the document by selecting one out of four choices: ‘highly relevant’, ‘relevant’, ‘non-relevant’, and ‘broken link’.

- **S_Adult** [11]. Each task contains a website, and it asks workers to identify the adult level of the website by selecting one out of four choices: ‘G’ (General Audience), ‘PG’ (Parental Guidance), ‘R’ (Restricted), and ‘X’ (Porn).

**Numeric Tasks (start with prefix ‘N_’):**

- **N_Emotion** [173]. Each task in the dataset contains a text and a range $[-100, 100]$, and it asks each worker to select a score in the range, indicating the degree of emotion (e.g., anger) of the text. A higher score means a higher degree for the emotion.

**Metrics**

We use different metrics for different task types.

**Decision-Making Tasks.** We use **Accuracy** as the metric, which is defined as the fraction of tasks whose truth are inferred correctly. Given a method, let $\hat{v}_i$ denote the inferred truth of task $t_i$, then
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\[ \text{Accuracy} = \frac{\sum_{i=1}^{n} \mathbb{1}_{\{\hat{v}_i^* = v_i^*\}}}{n}. \]  \hspace{1cm} (5.3)

However, for applications such as entity resolution (e.g., dataset $D_{\text{Product}}$), where the number of $F$ is much larger than the number of $T$ as truth (the proportion of tasks with $T$ and $F$ as truth is 0.12:0.88 in $D_{\text{Product}}$). In this case, even a naive method that returns all tasks as $F$ achieves very high Accuracy (88%), which is not expected, as we care more for the same entities (i.e., choice $T$) in entity resolution. Thus a typical metric $F1$-score is often used, which is defined as the harmonic mean of $\text{Precision}$ and $\text{Recall}$:

\[ F1\text{-score} = \frac{2}{\frac{1}{\text{Precision}} + \frac{1}{\text{Recall}}} = \frac{2 \cdot \sum_{i=1}^{n} \mathbb{1}_{\{v_i^* = T\}} \cdot \mathbb{1}_{\{\hat{v}_i^* = T\}}}{\sum_{i=1}^{n} (\mathbb{1}_{\{v_i^* = T\}} + \mathbb{1}_{\{\hat{v}_i^* = T\}})}. \]  \hspace{1cm} (5.4)

**Single-Choice Tasks.** We use the metric $\text{Accuracy}$ (Equation 5.3).

**Numeric Tasks.** We use two metrics, $\text{MAE}$ (Mean Absolute Error) and $\text{RMSE}$ (Root Mean Square Error), defined as below:

\[ \text{MAE} = \frac{\sum_{i=1}^{n} |v_i^* - \hat{v}_i^*|}{n}, \quad \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{n} (v_i^* - \hat{v}_i^*)^2}{n}}, \]  \hspace{1cm} (5.5)

where $\text{RMSE}$ gives a higher penalty for large errors.

Note that for the metrics $\text{Accuracy}$ and $F1$-score, they are in $[0, 1]$ and the higher, the better; however, for $\text{MAE}$ and $\text{RMSE}$ (defined on errors), they are in $[0, +\infty]$ and the lower, the better.

### 5.6.2 Crowdsourced Data Quality

In this section we first ask the following three questions related to the quality of crowdsourced data, and then answer them.

1. **Are the crowdsourced data consistent?** In other words, are the answers from different workers the same for a task? (Section 5.6.2)

2. **Are there a lot of redundant workers?** In other words, does each worker answer plenty of tasks? (Section 5.6.2)
3. Do workers provide high-quality data? In other words, are each worker’s answers consistent with the truth? (Section 5.6.2)

Data Consistency

Decision-Making & Single-Label Tasks. Note that each task contains a fixed number (denoted as \( \ell \)) of choices. For a task \( t_i \), let \( n_{i,j} \) denote the number of answers given to the \( j \)-th choice, e.g., in Table 5.2, for \( t_2, n_{2,1} = 1 \) and \( n_{2,2} = 2 \). In order to capture how concentrated the workers’ answers are, we first compute the entropy [167] over the distribution of each task’s collected answers, and then define data consistency (\( C \)) as the average entropy, i.e., 
\[
C = -\frac{1}{n} \cdot \sum_{i=1}^{n} \sum_{j=1}^{\ell} \frac{n_{i,j}}{\sum_{i=1}^{n} n_{i,j}} \cdot \log_{\ell} \frac{n_{i,j}}{\sum_{i=1}^{n} n_{i,j}}.
\]
Note that we use “\( \log_{\ell} \)” other than “\( \ln \)” to ensure that the value \( C \in [0, 1] \), and the lower \( C \) is, the more consistent workers’ answers are.

Based on \( V \), we compute \( C \) for each dataset. The computed \( C \) of the four datasets are 0.38, 0.85, 0.82, and 0.39, respectively. It can be seen that the crowdsourced data is not consistent. To be specific, for decision-making and single-label datasets, \( C \geq 0.38 \), and there exists highly inconsistent dataset \( D_{PosSent} \) with \( C = 0.85 \).

Numeric Tasks. As the answers obtained for each task has inherent orderings, in order to capture the consistency of workers’ answers, for a task \( t_i \), we first compute the median \( v_i \) (a robust metric in statistics and it is not sensitive to outliers) over all its collected answers; then the consistency (\( C \)) is defined as the average deviation compared with the median, i.e., 
\[
C = \frac{1}{n} \cdot \sum_{i=1}^{n} \sqrt{\frac{\sum_{w \in \mathcal{W}_i} (w - v_i)^2}{|\mathcal{W}_i|}},
\]
where \( \mathcal{W}_i \) is the set of workers that have answered \( t_i \). We have \( C \in [0, +\infty] \), and a lower \( C \) leads to more consistent answers.

For numeric dataset \( N_{Emotion} \), the computed \( C \) is 20.44.

Summary. The crowdsourced data is inconsistent, which motivates to develop methods that can solve truth inference in crowdsourcing.
Worker Redundancy

For each worker, we define her redundancy as the number of tasks answered by the worker. We record the redundancy of each worker in each dataset, and then draw the histograms of worker redundancies in Figure 5.2. Specifically, in each dataset, we vary the number of tasks \(k\), and record how many workers that answer \(k\) tasks. We can see in Figure 5.2 that the worker redundancy conforms to the long-tail phenomenon, i.e., most workers answer a few tasks and only a few workers answer plenty of tasks.

**Summary.** The worker redundancy of crowdsourced data in real crowdsourcing platforms conforms to long-tail phenomenon.

Worker Quality

In Figure 5.3, for each dataset, we show each worker’s quality, computed based on comparing worker’s answers with tasks’ truth.

**Decision-Making & Single-Label Tasks.** We compute each worker \(w\)’s Accuracy, i.e., the proportion of tasks that are correctly answered by \(w\), i.e.,

\[
\frac{\sum_{i \in T_w} I\{v_i = v^*\}}{|T_w|} \in [0, 1]
\]

and a higher value means a higher quality. For each dataset, we compute the corresponding Accuracy for each worker and draw the histograms of each worker. It can be seen from Figures 5.3(a)-(d) that histograms of workers’ Accuracy are in different shapes for different datasets. To be specific, workers for \(\text{D.Product}\) and \(\text{D.PoaSent}\) are of high Accuracy, while workers have mediate Accuracy for \(\text{S.Adult}\), and low Accuracy for \(\text{S.Rel}\). The average Accuracy for all workers in each dataset are 0.79, 0.79, 0.53 and 0.65, respectively.

**Numeric Tasks.** It can be seen from Figure 5.3(e) that workers’ RMSE vary in [20, 45], and the average RMSE is 28.9.

**Summary.** The workers’ qualities vary in the same dataset, which makes it necessary to identify the trustworthy workers.
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Figure 5.2: The Statistics of Worker Redundancy for Each Dataset.
Figure 5.3: The Statistics of Worker Quality for Each Dataset.
5.6.3 Crowdsourced Truth Inference

In this section we compare the performance of existing methods [21, 47, 48, 100, 104, 118, 119, 126, 127, 161, 182, 197, 200, 226]. Our comparisons are performed based on the following perspectives:

1. **What is the performance of different methods?** In other words, if we only know the workers’ answers (i.e., \( V \)), which method performs the best? Furthermore, for a method, how does the truth inference quality change with more workers’ answers? (Section 5.6.3)

2. **What is the effect of qualification test?** In other words, if we assume a worker has performed some golden tasks before answering real tasks, and initialize the worker’s quality (line 1 in Algorithm 11) based on the worker’s answering performance for golden tasks, will this increase the quality of each method? (Section 5.6.3)

3. **What is the effect of hidden test?** In other words, if we mix a set of golden tasks in real tasks, then how much gain in truth inference can be benefited for each method? (Section 5.6.3)

4. **What are the effects of different task types, task models, worker models, and inference techniques?** In other words, what factors are beneficial to inferring the truth? (Section 5.6.3)

Varying Data Redundancy

For data redundancy, we define it as the number of answers collected for each task. In our 5 used datasets (Table 5.5), the data redundancy for each dataset is \(|V|/n\). In Figures 5.4, 5.5, and 5.6, we observe the quality of each method in each dataset with varying data redundancy. For example, in Figure 5.4(a), on dataset \( D_{\text{PosSent}} \) (with \(|V|/n = 3\)), we compare with 14 methods that can be used in decision-making tasks (Table 5.4), i.e., MV, ZC, GLAD, D&S, Minimax, BCC, CBCC, LFC, CATD, PM, Multi, KOS, VI-BP and VI-MF. We vary the
Table 5.6: The Comparison of Different Methods on Decision-Making Tasks.

<table>
<thead>
<tr>
<th>Method</th>
<th>D_Product</th>
<th>D_PosSent</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>F1-score</td>
</tr>
<tr>
<td>MV [48]</td>
<td>89.66%</td>
<td>59.05%</td>
</tr>
<tr>
<td>ZC [48]</td>
<td>92.80%</td>
<td>63.59%</td>
</tr>
<tr>
<td>GLAD [200]</td>
<td>92.20%</td>
<td>60.17%</td>
</tr>
<tr>
<td>D&amp;S [47]</td>
<td>93.66%</td>
<td>71.59%</td>
</tr>
<tr>
<td>Minimax [226]</td>
<td>84.09%</td>
<td>55.26%</td>
</tr>
<tr>
<td>BCC [104]</td>
<td>93.78%</td>
<td>70.10%</td>
</tr>
<tr>
<td>CBCC [182]</td>
<td>93.72%</td>
<td>70.87%</td>
</tr>
<tr>
<td>LFC [161]</td>
<td>93.73%</td>
<td>71.48%</td>
</tr>
<tr>
<td>CATD [118]</td>
<td>92.66%</td>
<td>65.92%</td>
</tr>
<tr>
<td>PM [21, 119]</td>
<td>89.81%</td>
<td>59.34%</td>
</tr>
<tr>
<td>Multi [197]</td>
<td>88.67%</td>
<td>58.32%</td>
</tr>
<tr>
<td>KOS [100]</td>
<td>89.55%</td>
<td>50.31%</td>
</tr>
<tr>
<td>VI-BP [126]</td>
<td>64.64%</td>
<td>37.43%</td>
</tr>
<tr>
<td>VI-MF [126]</td>
<td>83.91%</td>
<td>55.31%</td>
</tr>
</tbody>
</table>

data redundancy $r \in [1, 3]$, where for each specific $r$, we randomly select $r$ out of 3 answers collected for each task, and construct a dataset with the selected answers (i.e., a dataset with the number of answers $r \cdot n$ for all $n$ tasks). Then we run each method on the constructed dataset and record the Accuracy based on comparing each method’s inferred truth with the ground truth. We repeat each experiment for 30 times and the average quality is reported. As discussed in Section 5.6.1, we use metrics Accuracy, F1-score on decision-making tasks (D_Product, D_PosSent), metric Accuracy on single-label tasks (S_Rel, S_Adult) and metrics MAE, RMSE on numeric tasks (N_Emotion). To have a clear comparison, we record the quality and efficiency in the complete dataset (i.e., with redundancy $|V|/n$) for all methods in Tables 5.6, 5.7 and 5.8. Based on the results in Figures 5.4-5.6, and Tables 5.6-5.8, we analyze the quality and efficiency of different methods.

(1) The Quality of Different Methods in Different Datasets.

Decision-Making Tasks. For dataset D_Product, i.e., Figures 5.4(a), (b), we can observe that (1) as the data redundancy $r$ is varied in [1,3], the quality increases
## Table 5.7: The Comparison of Different Methods on Single-Choice Tasks.

<table>
<thead>
<tr>
<th>Method</th>
<th>S_Rel Accuracy</th>
<th>S_Admult Accuracy</th>
<th>S_Rel Time</th>
<th>S_Admult Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>MV</td>
<td>54.19%</td>
<td>36.04%</td>
<td>0.49s</td>
<td>0.40s</td>
</tr>
<tr>
<td>ZC [48]</td>
<td>48.21%</td>
<td>35.34%</td>
<td>7.39s</td>
<td>6.42s</td>
</tr>
<tr>
<td>GLAD [200]</td>
<td>53.59%</td>
<td>36.47%</td>
<td>5850.39s</td>
<td>4194.50s</td>
</tr>
<tr>
<td>D&amp;S [47]</td>
<td>61.30%</td>
<td>36.05%</td>
<td>10.67s</td>
<td>9.18s</td>
</tr>
<tr>
<td>Minimax [226]</td>
<td>57.59%</td>
<td>36.03%</td>
<td>1728.09s</td>
<td>1223.75s</td>
</tr>
<tr>
<td>BCC [104]</td>
<td>60.72%</td>
<td>36.34%</td>
<td>153.50s</td>
<td>137.92s</td>
</tr>
<tr>
<td>CBCC [182]</td>
<td>56.05%</td>
<td>36.28%</td>
<td>44.69s</td>
<td>42.52s</td>
</tr>
<tr>
<td>LFC [161]</td>
<td>61.64%</td>
<td>36.29%</td>
<td>10.75s</td>
<td>9.26s</td>
</tr>
<tr>
<td>CATD [118]</td>
<td>45.32%</td>
<td>36.23%</td>
<td>16.13s</td>
<td>12.96s</td>
</tr>
<tr>
<td>PM [21, 119]</td>
<td>59.02%</td>
<td>36.50%</td>
<td>2.60s</td>
<td>2.09s</td>
</tr>
</tbody>
</table>

## Table 5.8: The Comparison of Different Methods on Numeric Tasks.

<table>
<thead>
<tr>
<th>Method</th>
<th>MAE</th>
<th>RMSE</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td><strong>12.02</strong></td>
<td><strong>17.84</strong></td>
<td>0.09s</td>
</tr>
<tr>
<td>Median</td>
<td>13.53</td>
<td>21.26</td>
<td>0.11s</td>
</tr>
<tr>
<td>CATD [118]</td>
<td>16.36</td>
<td>25.94</td>
<td>2.15s</td>
</tr>
<tr>
<td>PM [21, 119]</td>
<td>13.91</td>
<td>21.96</td>
<td>0.36s</td>
</tr>
<tr>
<td>LFC_N [161]</td>
<td>12.20</td>
<td>18.97</td>
<td>0.23s</td>
</tr>
</tbody>
</table>
with \( r \) for different methods. (2) In Table 5.6, it can be observed that for \textit{Accuracy}, the quality does not make significant differences between methods (most methods’ quality are around 90%); while for \textit{F1-score}, it makes differences, and only 4 methods’ quality (D&S, BCC, CBCC, LFC) are above 70%, leading more than 4% compared with other methods. We have analyzed in Section 5.6.1 that \textit{F1-score} is more meaningful to D\_Product compared with \textit{Accuracy}, as we are more interested in finding out the “same” products. (3) In terms of task models, incorporating task difficulty (GLAD) or latent topics (Minimax) do not bring significant benefits in quality. (4) In terms of worker models, we can observe that the four
methods with confusion matrices (i.e., D&S, BCC, CBCC, LFC) perform significantly better than other methods with worker probability. The reason is that confusion matrix models each worker as a $2 \times 2$ matrix $q^w_{\cdot \cdot}$ in decision-making tasks, which captures both $q^w_{1,1} = \Pr(v^w_i = T | v^* = T)$, i.e., the probability that a worker $w$ answers correctly if the truth is $T$ and $q^w_{2,2} = \Pr(v^w_i = F | v^* = F)$, i.e., the probability that $w$ answers correctly if the truth is $F$. However, the worker probability models a worker as a single value, which substantially assumes that
$q_{1,1}^{w} = q_{2,2}^{w}$ in confusion matrix. This cannot fully capture a worker’s answering performance. Note that in $D_{\text{Product}}$, typically workers have high values for $q_{2,2}^{w}$ and low values for $q_{1,1}^{w}$. Since for a pair of different products, if one difference is spotted between them, then it will be answered correctly, which is easy ($q_{2,2}^{w}$ is high); while for a pair of same products, it will be answered correctly only if all the features in the products are spotted the same, which is hard ($q_{1,1}^{w}$ is low). Although VI-BP and VI-MF also use confusion matrix, they perform bad, probably because they leverage Variational Inference to infer the parameters, which may derive workers’ qualities wrongly. For other worker models such as worker bias (Multi), worker variance (Multi, LFC, N), diverse skills (Multi, Minimax) and confidence (CATD), they do not outperform the confusion matrix methods in quality, probably due to the fact that the methods cannot infer those parameters correctly. (5) For BCC, the $F1$-score is 0 as $r = 1$, since BCC returns all tasks as F, which gives no information to T. However, in Table 5.6 (with completed data), the method BCC performs the best in Accuracy, while the method D&S performs the best in $F1$-score.

For dataset $D_{\text{PosSent}}$, i.e., Figures 5.4(c),(d), it can be observed that (1) as $r$ is varied in $[1, 10]$, the quality increases significantly with $r$ for different methods (improving around 20%), and then have a minor increase ever since ($r \in [11, 20]$). (2) Similar to $D_{\text{Product}}$, the six methods with confusion matrix as worker models (i.e., D&S, BCC, CBCC, LFC, VI-BP and VI-MF) perform equally the best, since confusion matrix captures more information than worker probability. However, other methods with more complicated task models and worker models do not express their benefits in quality. (3) Accuracy and $F1$-score in $D_{\text{PosSent}}$ do not have significant differences, since unlike $D_{\text{Product}}$, the #tasks with T and F as truth in $D_{\text{PosSent}}$ (i.e., 528 and 472) is balanced.

**Single-Label Tasks.** In Figure 5.5 and Table 5.7, on datasets $S_{\text{Rel1}}$ and $S_{\text{Adult}}$, we compare with 10 methods that specifically address single-label tasks (Table 5.4), i.e., MV, ZC, GLAD, D&S, Minimax, BCC, CBCC, LFC, CATD, and PM. We
have the following observations: (1) on $S_{Rel}$, in general, the quality of methods increase with $r$; while on $S_{Adult}$, the quality of methods increase with $r \in [1, 5]$, and keep stable for $r \geq 5$. (2) In terms of quality, on $S_{Rel}$, the three methods D&S, BCC and LFC with quality $\geq 60\%$ outperform the other methods; while on $S_{Adult}$, the performance of different methods are similar. (3) On $S_{Rel}$, the quality of methods CATD and ZC decrease as $r \geq 4$, probably because they are sensitive to low quality workers’ answers. (4) The quality of methods for single-label tasks are lower than that for decision-making tasks, since workers are not good at answering tasks with multiple choices, and the methods for single-label tasks are sensitive to low quality workers.

**Numeric Tasks.** In Figure 5.6 and Table 5.8, we compare with 5 methods that specifically address numeric tasks (Table 5.4): CATD, PM, LFC, Mean and Median. Note that $MAE$ and $RMSE$ are defined as errors, and the lower, the better. We have the following observations: (1) generally the errors of almost all methods decrease with the increasing $r$. (2) Among all methods, the baseline method Mean performs best, which regards each worker as equal. This means that workers’ qualities may not be accurately inferred in CATD, PM and LFC. (3) It can be seen that the methods for numeric tasks are not well-addressed, as only 3 methods (i.e., CATD, PM, LFC) are specifically devised for numeric tasks.

(2) The Efficiency of Different Methods.

In terms of efficiency, some methods (MV, Mean and Median) can infer the truth directly, while other existing works (ZC, GLAD, D&S, Minimax, BCC, CBCC, LFC, CATD, PM, Multi, KOS, VI-BP, VI-MF, LFC) follow the iterative framework (Algorithm 11) until convergence is attained. For the iterative methods, the time complexity can be expressed as $O(c \cdot t)$, where $c$ is the #iterations to converge, and $t$ is the time in each iteration. Thus a method is inefficient if it takes many iterations to converge, or the time is slow in each iteration. We record each method’s efficiency in Tables 5.6-5.8. We can observe that non-iterative methods (MV, Mean and Median) are finished within 1s. For iterative
methods, (1) ZC, D&S, LFC, CATD, PM, LFC_N can finish within 15s, which is efficient. The reason is that they have a small \( c \) and \( t \). (2) The methods BCC, CBCC, Multi, KOS and VI-MF take more than 15s, but less than 3min to finish the process. The reason is that for BCC, CBCC and VI-MF, they take many iterations \( c \) to converge; while Multi and KOS take a long time \( t \) in each iteration. (3) There are methods GLAD, Minimax and VI-BP that take up to 100min to finish, which is slow. The reason is that they solve an optimization function in each iteration, e.g., GLAD uses gradient descent [107], which will iteratively update parameters in each iteration, and it will take a lot time (i.e., \( t \)).

**Summary.** We summarize based on the above results. (1) The quality increases significantly with small data redundancy \( r \), and keeps stable after a certain redundancy \( \hat{r} > r \). Note that \( \hat{r} \) varies in different methods on different datasets. (2) There is no method that performs consistently the best on all tested datasets. (3) In decision-making and single-label tasks, in general the three methods (D&S, BCC, LFC) perform better than others with complete data (Tables 5.6-5.11). Note D&S [47] is the most classical approach proposed in 1979, and all other methods (BCC and LFC) extend D&S in different perspectives. (4) In numeric tasks, they are not well-addressed in existing works, where the baseline method Mean performs best in \( N_{Emotion} \). (5) In terms of task models, the methods that model task difficulty (GLAD) or latent topics (Multi) in tasks do not perform significantly better in quality; moreover, they often take more time to converge. (6) In terms of worker models, generally speaking, confusion matrix performs better in quality compared with worker probability; while other worker models (e.g., diverse skills, worker bias, variance and confidence) do not bring significant benefits. Not surprisingly, methods with complicated worker models often lead to inefficiency. (7) In terms of inference techniques, for effectiveness, the methods with Optimization and PGM are more effective than Direct Computation. For efficiency, Direct Computation is more efficient than Optimization and PGM since it can compute the truth directly.
### Table 5.9: The Benefit (Δ) with Qualification Test on Decision-Making Tasks.

<table>
<thead>
<tr>
<th>Method</th>
<th>D_Product (Simulation)</th>
<th>D_PosSent (Real)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (Δ)</td>
<td>F1-score (Δ)</td>
</tr>
<tr>
<td>ZC</td>
<td>92.95% (+0.15%)</td>
<td>64.4% (+0.81%)</td>
</tr>
<tr>
<td>GLAD</td>
<td>92.18% (-0.02%)</td>
<td>60.04% (-0.03%)</td>
</tr>
<tr>
<td>D&amp;S</td>
<td>93.98% (+0.32%)</td>
<td>72.43% (+0.84%)</td>
</tr>
<tr>
<td>LFC</td>
<td>93.98% (+0.25%)</td>
<td>72.43% (+0.95%)</td>
</tr>
<tr>
<td>CATD</td>
<td>93.11% (+0.45%)</td>
<td>67.48% (+1.56%)</td>
</tr>
<tr>
<td>PM</td>
<td>90.55% (+0.74%)</td>
<td>61.26% (+1.92%)</td>
</tr>
<tr>
<td>VI-MF</td>
<td>85.26% (+1.35%)</td>
<td>57.31% (+2.00%)</td>
</tr>
</tbody>
</table>

### Table 5.10: The Benefit (Δ) with Qualification Test on Single-Label Tasks.

<table>
<thead>
<tr>
<th>Method</th>
<th>S_Rel (Simulation)</th>
<th>S_Adult (Simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (Δ)</td>
<td>Accuracy (Δ)</td>
</tr>
<tr>
<td>ZC</td>
<td>55.24% (+7.03%)</td>
<td>35.54% (+0.20%)</td>
</tr>
<tr>
<td>GLAD</td>
<td>53.48% (-0.19%)</td>
<td>36.30% (+0.43%)</td>
</tr>
<tr>
<td>D&amp;S</td>
<td>61.42% (+0.12%)</td>
<td>36.93% (+1.16%)</td>
</tr>
<tr>
<td>LFC</td>
<td>61.42% (+0.12%)</td>
<td>36.93% (+1.16%)</td>
</tr>
<tr>
<td>CATD</td>
<td>44.09% (-1.26%)</td>
<td>35.68% (-0.50%)</td>
</tr>
<tr>
<td>PM</td>
<td>59.41% (+0.39%)</td>
<td>36.70% (+0.41%)</td>
</tr>
</tbody>
</table>

### Table 5.11: The Benefit (Δ) with Qualification Test on Numeric Tasks.

<table>
<thead>
<tr>
<th>Method</th>
<th>N_Emotion (Simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE (Δ)</td>
</tr>
<tr>
<td>CATD</td>
<td>17.97 (+1.61)</td>
</tr>
<tr>
<td>PM</td>
<td>17.27 (+3.36)</td>
</tr>
<tr>
<td>LFC_N</td>
<td>12.20 (0.00)</td>
</tr>
</tbody>
</table>
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The Effect of Qualification Test

We next study how each method can be affected by qualification test. In real crowdsourcing platforms (e.g., AMT [1]), a fixed set of golden tasks can be set for each worker to answer when the worker first comes to answer tasks. We collect dataset \( D_{\text{PosSent}} \) from AMT [1], where each worker is required to answer 20 tasks with known ground truth (qualification test) when she first comes. However, in the other four public datasets, the data for qualification test are not made public (or not used in most cases). Thus, (1) we first simulate each worker’s answers for qualification test; (2) then use each worker’s answering performance for them to initialize the worker’s quality (line 1 in Algorithm 11); (3) finally we run each method with the initialized worker’s quality. For example, in \( D_{\text{Product}} \), for each worker \( w \), in her answers for all tasks \( T^w \), we use bootstrap sampling [60], i.e., sample with replacement to sample 20 times, where each time we randomly sample her answer for one task (as there may be limited answers for a worker, thus bootstrap sampling is used, which can uncover the real distribution, i.e., worker’s quality). Then we assume the 20 tasks’ truth are known, and use her answering performance to initialize her quality.

To leverage a worker’s answers for qualification test, for example, in ZC [48], as each worker is modeled as worker probability, then her quality is initialized as the fraction of correctly answered tasks in these 20 sampled ones. Finally the two steps in ZC are iteratively run until convergence, and the quality w.r.t. ground truth is computed. We find that there are only 8 methods (i.e., ZC, GLAD, D&S, LFC, CATD, PM, VI-MF and LFC_N) that can initialize workers’ qualities using qualification test. For these methods, we repeat each experiment for 100 times. We denote \( \tilde{c} \) as the average quality with qualification test; \( c \) as the quality without qualification test (i.e., in Tables 5.6-5.8); and \( \Delta = \tilde{c} - c \) as the improvement of quality. Tables 5.9-5.11 show \( \tilde{c} \) and \( \Delta \) of each method in each dataset. Note that the only difference between \( c \) and \( \tilde{c} \) is that they use different initializations of workers’ qualities (line 1 in Algorithm 11).
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Decision-Making & Single-Label Tasks. It can be observed that no matter in real qualification test (D_PosSent), or simulations (D_Product, S_Rel, S_Adult), not all methods can benefit from qualification test and the benefits vary in different datasets. For example, in D_Product and S_Adult, almost all methods can benefit; while in D_PosSent, only PM and CATD can benefit. The reason is that in D_Product, each task is only answered by 3 workers, while in D_PosSent, each task is answered by 20 workers. The dataset with small data redundancy (e.g., D/Product) requires qualification test for a good initialization of workers’ qualities, while other datasets can correctly detect each worker’s quality in an unsupervised manner. We can also observe that the benefit ($\Delta$) is often small and sometimes $\Delta < 0$, since almost all methods adopt an iterative approach and approximate the objective value, thus an inadequate initialization may lead to a bad local optimum.

Numeric Tasks. For dataset N_Emotion, even no methods in CATD, PM and LFC_N can benefit, where both the errors MAE and RMSE increase for all methods. As mentioned before, this is probably because the methods are not studied properly in the numeric data, and the qualities modeled for workers are not accurate enough.

Summary. (1) Some methods can benefit from the qualification test with marginal benefit. (2) In numeric tasks, most of methods cannot benefit, and there is still room for improvement. (3) There are some methods that are hard to incorporate qualification test.

The Effect of Hidden Test

We evaluate how hidden test affects each method’s quality. Given $V$, suppose we also know the set of golden tasks $T' \subseteq T$, then how much quality can be improved using existing methods? To implement this idea, we take a look at existing methods (Table 5.4) and observe that there are 9 methods (ZC, GLAD, D&S, Minimax, LFC, CATD, PM, VI-MF, and LFC_N) that can be easily extended.
to incorporate the golden tasks into its iterative algorithm.

To incorporate the golden tasks, consider Algorithm 11, in step 1, we only update the truth of tasks with unknown truth; in step 2, we update each worker’s quality by considering both the truth of golden tasks and other tasks’ inferred truth in step 1. We show the quality of different methods by varying the size of golden tasks ($T'$) in Figures 5.7, 5.8 and 5.9. For example, in Figure 5.7(a), on dataset D_Product, we randomly select $p\%$ in the task set $\mathcal{T}$ as the golden tasks ($T'$). Then we take $\mathcal{T}'$ and workers’ answers $V$ as the input to different methods, and further test different methods’ quality by comparing the inferred truth of $\mathcal{T} - \mathcal{T}'$ with their ground truth. We vary $p \in [0, 50]$, where
for each $p$, we repeat each experiment 100 times and record the average quality. Next, we analyze the results.

**Decision-Making & Single-Label Tasks.** In Figures 5.7 and 5.8, it can be seen that (1) generally starting from $p = 0$ (Tables 5.6 and 5.10), the quality of methods increase with $p$, since knowing more truth is beneficial to more accurate estimation. (2) The methods on dataset $D_{PosSent}$ do not have significant gains with varying $p$, since each task is answered by multiple workers, and the inferred parameters are hard to be affected by the known truth. (3) Only a few methods (e.g., ZC, CATD) are sensitive to golden tasks, since most iterative
methods are easy to fall into local optimum.

**Numeric Tasks.** In Figure 5.9, we compare with three methods (LFC, CATD, PM) in $N_{\text{Emotion}}$ and we find that the errors ($MAE$ and $RMSE$) decrease slightly with the increasing $p$.

**Summary.** (1) Generally the quality of different methods increase with more proportion ($p\%$) of golden tasks. (2) Different methods have different improvements on different datasets. (3) Only 9 methods are easy to incorporate golden tasks in them.

**Analyzing Different Factors in Truth Inference**

**Task Types.** In terms of task types, we observe that the methods for decision-making tasks have been studied a lot and already have very good performance. Compared with decision-making tasks, the methods for single-label tasks do not perform well, e.g., the qualities for $S_{\text{Rel}}$ and $S_{\text{Adult}}$ (Table 5.7) are much lower than those for $D_{\text{Product}}$ and $D_{\text{PosSent}}$ (Table 5.6), since the methods for single-label tasks are more sensitive to workers with low qualities. For numeric tasks, the methods are not studied very well, and even the baseline method Mean outperforms others in dataset $N_{\text{Emotion}}$. This is because that on one hand, few methods specifically study numeric tasks; on the other hand, most methods cannot estimate workers’ qualities for numeric tasks accurately.

**Task Models.** In terms of task models, GLAD and Minimax are the only two methods (Table 5.4) that consider specific task models (task difficulty and latent topics, respectively). However, they do not show improvements in quality compared with other methods with no task models. Moreover, they often take a long time to converge (e.g., > 1000s in $S_{\text{Rel}}$ and $S_{\text{Adult}}$). This is probably due to that their inference methods are not robust, and in some cases they cannot estimate the parameters in task models accurately. The incorporation of task models also leads to inefficiency.
Worker Models. In terms of worker models, in general, methods with confusion matrix (D&S, BCC, CBCC, LFC, VI-BP, VI-MF) perform better than methods with worker probability (ZC, GLAD, CATD, PM, KOS), since confusion matrix is more expressive than worker probability. Note that the quality of methods also vary a lot even if they apply the same worker model, e.g., for confusion matrix, the methods D&S, BCC, LFC are more robust than others (CBCC, VI-BP, VI-MF), since their techniques can infer workers’ qualities more accurately. For other worker models, e.g., worker bias (Multi), worker variance (Multi, LFC, N), diverse skills (Multi, Minimax) and confidence (CATD), they do not achieve higher gains in quality. We also observe that not necessarily “the more complex the model is, the higher quality the method will achieve”. For example, although Multi considers diverse skills, worker bias and variance in its worker models, the quality does not bring significant benefits. Ideally more complicated worker models lead to much higher quality; however, this introduces more computational complexity, and on one hand, it is challenging to estimate a large set of parameters accurately; on the other hand, it is hard to converge. Thus most methods with complicated worker models fail to achieve very good performance in quality and efficiency.

Inference Techniques. We analyze the techniques from quality, efficiency and interpretability, respectively. (1) In terms of quality, the methods with Optimization and PGM are more effective than the methods with Direct Computation, as they consider more parameters and study how to infer them iteratively. (2) In terms of efficiency, methods with Optimization and PGM are less efficient than methods with Direct Computation. Different optimization functions often vary significantly in efficiency, e.g., Bayesian Estimator is less efficient than Point Estimation, and some techniques (e.g., Gibbs Sampling, Variational Inference) often take a long time to converge. (3) In terms of interpretability, Optimization is easier to understand. The reason is that people can interpret the relations between worker’s quality and task’s truth in the self-defined optimization function. For PGM, it should conform to the model (Figure 5.1), which gives less freedom to
express the optimization function. Moreover, it is hard to devise an easily solvable optimization function, and the developed iterative algorithms often lead to local optimum (e.g., Expectation Maximization [47, 49]).

**Suggestions**

Based on the experimental results, we have the following suggestions.

**Decision-Making & Single-Label Tasks.** If one has sufficient workers’ answers (e.g., with redundancy over 20), and wants a very simple implementation that attains reasonable results, then we recommend the baseline method, i.e., MV; if one wants an implementation with little overhead but attains very good results, then we recommend the classical method D&S [47], which is robust in practice; if one would like to try some extensions of D&S, then BCC [104] and LFC [161] are good choices; if one wants to learn more inference techniques and incorporate various task/worker models, we recommend the PGM method Multi [197] and the Optimization method Minimax [226].

**Numeric Tasks.** If one has sufficient workers’ answers, we recommend the baseline method (i.e., Mean); if one wants to learn more advanced techniques and worker models, we recommend the PGM method LFC,N [161], and the Optimization method CATD [118].

### 5.7 Chapter Summary

We provide a detailed survey on truth inference problem in crowdsourcing and perform an in-depth analysis of 17 existing methods. We summarize a framework (Algorithm 11) and analyze the task types, task models, worker models and inference techniques in these methods. We also conduct sufficient experiments to compare these methods on various datasets with varying task types and sizes.
In the above three chapters, we have focused on studying the techniques in task assignment and truth inference components. In the next two chapters, we will study how to combine the techniques and benefit the real-world applications, i.e., question answering application and image tagging application, respectively. On one side, directly applying the techniques to these applications are not satisfactory. For example, in question answering application, each task may be related to various domains and each worker may have diverse qualities over different domains. The traditional techniques in task assignment and truth inference that omitted such factors may not work well in practice. On the other side, the existing methods and principles in task assignment and truth inference will inspire us in designing intuitive solutions in real-world applications.
Chapter 6

A Multi-Label Task
Crowdsourcing System

6.1 Introduction

Crowdsourcing solutions have been proposed to solve problems that are hard for computers (e.g., sentiment analysis [127, 222], entity resolution [192, 199]). Consider a sentiment analysis problem: a product company, e.g., Amazon, collects many reviews from users on its products, and it aims to know users’ sentiments about the reviews. Existing algorithms often cannot compute sentiments accurately [125]. Crowdsourcing solutions can be used, where for each review, we generate a task and ask the crowd to label the sentiment (e.g., selecting a label from “positive”, “neutral” or “negative”).

Existing crowdsourcing studies [92, 127, 199, 211, 222] focus mainly on single-label tasks, which require workers to select a single label (or choice), e.g., select one label from \{positive, neutral, negative\} in a sentiment analysis task. However, an object can have multiple labels. For example, in image tagging application, an image in Figure 6.1 has tree, sky, and mountain as labels. Moreover, for movie tagging, a movie Matrix can be labeled with action and sci-fi;
similarly, a person Barack Obama can be labeled with a president, lawyer, and politician. Although we can transform a multi-label task to several single-label tasks, this simple approach can generate many tasks, incurring a high cost and latency. For example, the multi-label task in Figure 6.1 is transformed to 10 single-label tasks, where each task inquiries about whether or not the image contains a certain label (e.g., tree). As reported in [51], compared with single-label tasks, multi-label tasks enable six times of improvement in terms of human computation time, without sacrificing much quality.

Although some recent works [29, 56, 145, 147, 149, 198] focus on solving multi-label tasks in crowdsourcing, however, this problem is not well addressed. Workers may have different characteristics in multi-label tasks: a conservative worker would only select labels that the worker is certain of, while a venturous worker may select more labels. In order to determine the multi-label tasks’ results, the key is to devise the so-called “worker model” to accurately express the behavior of the worker in answering multi-labels. Then we can identify the most trustworthy workers based on their models and put trust in their answers. However, existing works [29, 56, 145, 147, 149, 198] sim-
ply adapt the worker models in modeling workers’ behaviors for single-label tasks [48, 92, 127, 149, 211, 222], which are not suitable in our scenario. In a multi-label task, there can be multiple labels for the worker. Consider the case where there are 20 labels, and only four of them are correct (i.e., the remaining 16 labels are wrong). A “bad” worker may select none of the correct labels, and instead submit a few (say two) wrong labels. Under the true negative rate (TNR) [92, 149, 222], his quality score is \( (16 - 2)/16 = 87.5\% \). But the extremely high score of this worker cannot reflect his poor performance! The consequence is that we may be misled to believe in a bad answer. As we will explain, none of the existing worker models are suitable for multi-label tasks.

Furthermore, different from single-label tasks, the inherent correlations among labels exist in multi-label tasks. For example, in the 10 labels of Figure 6.1, consider one pairwise label dependency: if an image has label \textit{sun}, then it is highly probable that it also has label \textit{sky}. Similar correlations also hold for labels \textit{boat} and \textit{lake}. Label correlations can be regarded as prior information, which can be learned from existing machine learning works [24, 210, 213]. The label correlations can be used to improve the inference quality.

To address these limitations, in this chapter we perform a comprehensive investigation for the multi-label tasks. We develop a system called Comet (with its framework in Figure 6.2), where task publisher(s) can deploy multi-label tasks on our system. Comet interacts with crowdsourcing platforms, e.g., Amazon Mechanical Turk (AMT) [1], from which it collects workers’ answers, stores them in database and conducts inference. It can also wisely select tasks to assign upon a worker’s request. In summary, there are two kinds of requests from workers that need to be handled by Comet: (1) when a worker submits answers to Comet; (2) when a worker comes and requests tasks. We develop two components in Comet that process these two requests, respectively:

- **Truth Inference.** When a worker submit answers, the component infers the truth (or correct labels) of each task based on all workers’ answers. Comet uses
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Figure 6.2: The Comet Framework.

a novel worker model, which can capture workers’ diverse characteristics in answering multi-label tasks. As the truth of each task is unknown, each worker’s model can only be estimated based on the collected answers. Comet conducts truth inference in an iterative approach, which can jointly infer all tasks’ truth and workers’ models with the following principle: a worker that selects correct labels often will be considered to have a higher quality; meanwhile, a label that is selected by high quality workers for a task is likely to be a correct label for the task. We also study how to speed-up the computation by designing an incremental approach. Comet leverages the known label correlations to improve the truth inference, by integrating them into the inference method.

• **Online Task Assignment.** When a worker requests tasks, the component targets at instantly assigning $k$ tasks to the worker. A poor assignment may not only waste the budget and time, but also spoil the overall quality. Comet first measures the uncertainty of each task based on the collected answers, and then
estimates how much uncertainty can be reduced if the task is really answered by the worker. Finally the $k$ tasks with the highest reduction in uncertainty will be assigned. As the worker’s answer to the task is unknown, to compute its reduction in uncertainty, all possible answers given by the worker should be considered, which is exponential (e.g., $2^\ell$ answers for $\ell$ labels). Moreover, to select $k$ tasks (say, out of $n$ tasks), we have to consider all $\binom{n}{k}$ combinations. To reduce the computational complexity, we prove a theorem, which computes the optimal assignment in linear time.

To summarize, our contributions are:

• We perform a comprehensive study on crowdsourcing multi-label tasks, by addressing two fundamental problems: *Truth Inference Problem* and *Online Task Assignment Problem* (Section 6.2).

• For the first problem, we propose an effective worker model (Section 6.3), and devise a method that jointly infers each task’s truth and each worker’s model (Section 6.4). We further consider how to integrate label correlations into our method (Section 6.5);

• For the second problem, we develop an effective algorithm that judiciously selects $k$ tasks with the largest amount of uncertainty reduction for the current worker, in linear time (Section 6.6);

• We develop Comet, and use two real-world datasets to perform experiments on two crowdsourcing platforms (AMT [1] and ChinaCrowd [3]). Results show that Comet outperforms existing state-of-the-art methods, and is robust under various scenarios. It achieves over 20% improvements on the two datasets performed by low-quality workers. We also conduct experiments on simulated data, in order to verify the scalability of Comet (Section 6.7).

For an overview of the chapter, we define two problems: *Truth Inference Problem* and *Task Assignment Problem* in Section 6.2. Then we address the two problems in Sections 6.3-6.5 and Section 6.6, respectively. We perform experi-
Table 6.1: An Example of Objects and Candidate Label Sets.

<table>
<thead>
<tr>
<th>object</th>
<th>$o_1$=</th>
<th>$o_2$=</th>
</tr>
</thead>
<tbody>
<tr>
<td>candidate label set</td>
<td>$L_1$={tree, sky, people, lake, beach, sun, building, flower, mountain, boat}</td>
<td>$L_2$={tree, sky, people, lake, beach, sun, building, flower, mountain, boat}</td>
</tr>
<tr>
<td>correct labels</td>
<td>{tree, sky, mountain}</td>
<td>{sky, lake, sun, boat}</td>
</tr>
</tbody>
</table>

ments in Section 6.7, and review related works in Section 6.8. Finally, we conclude in Section 6.9.

6.2 The Multi-Label Problem

6.2.1 Data Model

Definition 6.1 (Object, Candidate Label Set). Given $n$ objects, $o_1, o_2, \ldots, o_n$, where each object $o_i$ has a candidate label set $L_i=\{\ell_{i,1}, \ell_{i,2}, \ldots, \ell_{i,|L_i|}\}$, our target is to select the correct labels of each object $o_i$ from its candidate label set $L_i$.

For example, Table 6.1 shows two objects $o_1, o_2$ and their corresponding candidate label sets $L_1$ and $L_2$. Note that there are several options to generate candidate labels: (1) they can be collected from user data, e.g., user image tags in Flickr [8]; (2) we can leverage existing computer vision system (e.g., ConvNet [4]), where given an image, it can estimate the probability of each label being the correct label among a large set of labels, and we can keep the labels with high probabilities as our candidate labels. The correct labels for $o_1$ and $o_2$ are \{tree, sky, mountain\} and \{sky, lake, sun, boat\}, respectively. (Note that the correct labels are shown for illustration.) To effectively obtain the correct labels of each object, we resort to crowdsourcing, by asking workers to select labels of each object from its candidate label set.
Table 6.2: Workers’ Answers for Objects.

<table>
<thead>
<tr>
<th>object</th>
<th>worker</th>
<th>answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>o₁</td>
<td>w₁</td>
<td>{sky}</td>
</tr>
<tr>
<td>o₁</td>
<td>w₂</td>
<td>{tree, sky, people, mountain}</td>
</tr>
<tr>
<td>o₁</td>
<td>w₃</td>
<td>{tree, flower}</td>
</tr>
<tr>
<td>o₁</td>
<td>w₄</td>
<td>{tree, sky, flower, mountain}</td>
</tr>
<tr>
<td>o₂</td>
<td>w₁</td>
<td>{sky, boat}</td>
</tr>
<tr>
<td>o₂</td>
<td>w₂</td>
<td>{sky, beach, sun}</td>
</tr>
<tr>
<td>o₂</td>
<td>w₃</td>
<td>{lake, sun, building}</td>
</tr>
</tbody>
</table>

Table 6.3: Truth and Votes for All (Object, Label) Pairs.

<table>
<thead>
<tr>
<th>(object, label)</th>
<th>truth</th>
<th>all workers’ votes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(o₁, ℓ₁₁)</td>
<td>t₁₁ = Y</td>
<td>v²₁₁ = N, v³₁₁ = Y, v⁴₁₁ = Y</td>
</tr>
<tr>
<td>(o₁, ℓ₁₂)</td>
<td>t₁₂ = Y</td>
<td>v²₁₂ = Y, v³₁₂ = Y, v⁴₁₂ = N, v⁵₁₂ = Y</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>(o₁, ℓ₁₁₀)</td>
<td>t₁₁₀ = N</td>
<td>v²₁₁₀ = N, v³₁₁₀ = N, v⁴₁₁₀ = N, v⁵₁₁₀ = N</td>
</tr>
<tr>
<td>(o₂, ℓ₂₁)</td>
<td>t₂₁ = N</td>
<td>v²₂₁ = N, v³₂₁ = N, v⁴₂₁ = N</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>(o₂, ℓ₂₁₀)</td>
<td>t₂₁₀ = Y</td>
<td>v²₂₁₀ = Y, v³₂₁₀ = N, v⁴₂₁₀ = N</td>
</tr>
</tbody>
</table>

**Definition 6.2 (Task, Worker, Answer).** A task contains an object oᵢ and its candidate label set Lᵢ, and it asks the workers to select correct labels for oᵢ from Lᵢ. (As there exists a 1-to-1 correspondence between tasks and objects, we use task and object interchangeably.) Let \( T = \{ (o₁, L₁), (o₂, L₂), \ldots, (oₙ, Lₙ) \} \) denote the set of tasks. To tolerate errors from the workers, each task can be answered by multiple workers. We denote \( W \) as the set of all workers, and \( W_i \) as a set of workers that answer object oᵢ.

**Example 13.** Based on Table 6.1, we can generate two tasks \( T = \{ (o₁, L₁), (o₂, L₂) \} \). We show the first task in Figure 6.1, which contains an image \( o₁ \) and a set of 10 labels \( (L₁) \). Workers will identify which labels the image has, by ticking ‘✓’ to the corresponding labels. Table 6.2 shows workers’ answers, where each row represents a worker’s selected labels (or answer) for an object. For example, the first row indicates that worker w₁ only selects \{sky\} for o₁. We can see that o₁ is answered by all 4 workers, and o₂...
is answered by 3 workers. Thus $W = \{w_1, w_2, w_3, w_4\}$, $W_1 = \{w_1, w_2, w_3\}$, and $W_2 = \{w_1, w_2, w_3\}$.

Next, for each pair $(o_i, \ell_{ij})$, we define its collected answers (called votes) from workers and its ground truth (called truth).

**Definition 6.3 (Vote, Truth).** For a pair $(o_i, \ell_{ij})$ $(1 \leq i \leq n, 1 \leq j \leq |L_i|)$, a vote $v_{ij}^w = Y/N$ represents whether or not worker $w$ selects label $\ell_{ij}$ for $o_i$. To be specific, $v_{ij}^w = Y$ (N) means that worker $w$ selects (does not select) label $\ell_{ij}$ for object $o_i$. For a pair $(o_i, \ell_{ij})$ $(1 \leq i \leq n, 1 \leq j \leq |L_i|)$, we denote its truth as $t_{ij} = Y/N$, which represents whether or not label $\ell_{ij}$ is a correct label for object $o_i$, i.e., $t_{ij} = Y$ (N) means that label $\ell_{ij}$ is (not) a correct label for object $o_i$.

**Example 14.** Consider the two tasks in Table 6.1 and workers’ answers in Table 6.2, we generate a new Table 6.3, which lists the truth and votes for all $(o_i, \ell_{ij})$ pairs where $1 \leq i \leq n$ and $1 \leq j \leq |L_i|$. In each row, for a given pair $(o_i, \ell_{ij})$, we get its truth $t_{ij}$ from Table 6.1 and all its votes from Table 6.2. To make it simple, we adopt the label sequence of $L_1$ ($L_2$) as Table 6.1, i.e., $\ell_{1,1} = \text{tree}$, $\ell_{1,2} = \text{sky}$, $\ldots$, $\ell_{1,10} = \text{boat}$. For example, for the pair $(o_1, \ell_{1,2})$: its truth $t_{1,2} = Y$, which means that label $\text{sky}$ ($\ell_{1,2}$) is a correct label for $o_1$; it gets 4 votes from workers, e.g., $v_{1,2}^{w_3} = N$, which means that worker $w_3$ does not select $\text{sky}$ ($\ell_{1,2}$) for $o_1$.

6.2.2 Problem Definition

We now define the problems. The first important problem is to infer the truth (or correct labels of each object) based on workers’ answers.

**Definition 6.4 (Truth Inference Problem).** Given all workers’ votes, i.e., $v_{ij}^w$ for $1 \leq i \leq n, 1 \leq j \leq |L_i|, w \in W_i$, infer the truth of each $(o_i, \ell_{ij})$ pair, i.e., $t_{ij}$ for $1 \leq i \leq n, 1 \leq j \leq |L_i|$.

To address this problem, we first propose a worker model to quantify a worker’s quality on a task (Section 6.3), and then devise an inference method.
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Table 6.4: Notations Used in Chapter 6.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$o_i$</td>
<td>the $i$-th object ($1 \leq i \leq n$)</td>
</tr>
<tr>
<td>$L_i$</td>
<td>${\ell_{i,1}, \ell_{i,2}, \ldots, \ell_{i,</td>
</tr>
<tr>
<td>$T$</td>
<td>${(o_1, L_1), (o_2, L_2), \ldots, (o_n, L_n)}$, or the set of tasks</td>
</tr>
<tr>
<td>$W$</td>
<td>a set of workers that have answered tasks</td>
</tr>
<tr>
<td>$W_i$</td>
<td>a set of workers that have answered $o_i$</td>
</tr>
<tr>
<td>$v^w_{i,j}$</td>
<td>Y (N) means worker $w$ labels (does not label) $\ell_{i,j}$ for $o_i$</td>
</tr>
<tr>
<td>$t_{i,j}$</td>
<td>Y (N) means $\ell_{i,j}$ is (not) a correct label for $o_i$</td>
</tr>
<tr>
<td>$p_w, r_w$</td>
<td>worker $w$’s model, or the Precision, Recall for worker $w$</td>
</tr>
<tr>
<td>$V_{i,j}$</td>
<td>a set of votes for the pair $(o_i, \ell_{i,j})$</td>
</tr>
<tr>
<td>$V$</td>
<td>${V_{i,j}</td>
</tr>
<tr>
<td>$q_{i,j}$</td>
<td>$\Pr(t_{i,j} = Y</td>
</tr>
<tr>
<td>$D_w$</td>
<td>a set of votes given by worker $w$</td>
</tr>
<tr>
<td>$m$</td>
<td>$m = \sum_{i=1}^{n}</td>
</tr>
</tbody>
</table>

to infer the truth of each task based on the worker model (Section 6.4). We discuss how to utilize the label correlation to further improve the inference quality (Section 6.5).

The second problem studies how to judiciously select appropriate tasks to assign for the coming worker.

**Definition 6.5 (Task Assignment Problem).** *Given all workers’ answers for objects collected so far, when a worker comes, which $k$ objects should be assigned to the coming worker?*

We propose an effective algorithm that selects $k$ tasks for each worker in linear time (Section 6.6).

Table 6.4 summarizes the notations used in the chapter.
Table 6.5: Contingency Table of A Worker.

<table>
<thead>
<tr>
<th></th>
<th>$t = Y$</th>
<th>$t = N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v = Y$</td>
<td>True Positives (TP)</td>
<td>False Positives (FP)</td>
</tr>
<tr>
<td>$v = N$</td>
<td>False Negatives (FN)</td>
<td>True Negatives (TN)</td>
</tr>
</tbody>
</table>

6.3 Worker Modeling

In this section, we first revisit different worker models (Section 6.3.1), and then point out the limitations of models used in existing works and propose our selection (Section 6.3.2).

To evaluate a worker’s model (or quality), we should know the truth for all (object, label) pairs that the worker’s votes. So in this section we assume that all truth have been known, and compare different ways of modeling a worker. In the next section (Section 6.4) we show how to compute each worker’s model without knowing the truth.

6.3.1 Worker Models Revisited

For each worker, based on all (object, label) pairs that the worker votes, and their truth, we can generate a contingency table for the worker in Table 6.5. In the table, $v$ represents the given votes and $t$ represents their truth, and both can be obtained from Table 6.3. Then for each worker, based on Table 6.3, we can compute four statistics: True Positives (TP), False Positives (FP), False Negatives (FN) and True Negatives (TN). E.g., TP of a worker is the number of (object, label) pairs that the worker votes $Y$ and the truth is $Y$.

Example 15. We show how to compute the contingency table for worker $w_3$ based on Table 6.3. As worker $w_3$ has answered 2 objects, by giving votes $Y$ for 5 pairs and votes $N$ for 15 pairs. So TP+FP=5 and FN+TN=15. Among the five $Y$ votes: tree, flower for $o_1$, and lake, sun, building for $o_2$ (i.e., $v_{1,1}^{w_3} = v_{1,8}^{w_3} = v_{2,4}^{w_3} = v_{2,6}^{w_3} = v_{2,7}^{w_3} = Y$), the truth of 3 labels are $Y$ (i.e., $t_{1,1} = t_{2,4} = t_{2,6} = Y$), thus $TP=3$, $FP=2$. Similarly we
Table 6.6: Each Worker’s Contingency Table.

<table>
<thead>
<tr>
<th>Worker</th>
<th>TP</th>
<th>FP</th>
<th>FN</th>
<th>TN</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_1$</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>$w_2$</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>$w_3$</td>
<td>3</td>
<td>2</td>
<td>4</td>
<td>11</td>
</tr>
<tr>
<td>$w_4$</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

Table 6.7: Workers’ Qualities.

<table>
<thead>
<tr>
<th>Worker</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>TNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>$w_1$</td>
<td>80%</td>
<td>100%</td>
<td>43%</td>
<td>100%</td>
</tr>
<tr>
<td>$w_2$</td>
<td>80%</td>
<td>71%</td>
<td>71%</td>
<td>85%</td>
</tr>
<tr>
<td>$w_3$</td>
<td>70%</td>
<td>60%</td>
<td>43%</td>
<td>85%</td>
</tr>
<tr>
<td>$w_4$</td>
<td>90%</td>
<td>75%</td>
<td>100%</td>
<td>86%</td>
</tr>
</tbody>
</table>

can get FN=4 and TN=11 for worker $w_3$. We list all four workers’ contingency-table values in Table 6.6. Note that as worker $w_4$ only answers $o_1$, so its contingency table is computed based on worker $w_4$’s votes for $o_1$.

Based on the contingency table for a worker, there are several derivative parameters to model a worker’s quality: **Accuracy**, **Precision**, **Recall** and **True Negative Rate** (TNR), defined as follows:

- **Accuracy**: It is the probability that the worker’s vote to an (object, label) pair is right: $\Pr( t = v ) = \frac{TP + TN}{TP + FP + FN + TN}$.

- **Precision**: It is the probability that the worker’s vote $Y$ to an (object, label) pair is right (i.e., its truth is $Y$): $\Pr( t = Y \mid v = Y ) = \frac{TP}{TP + FP}$.

- **Recall**: It is the probability that an (object, label) pair with truth $Y$ is rightly voted by the worker (i.e., the worker’s vote is $Y$): $\Pr( v = Y \mid t = Y ) = \frac{TP}{TP + FN}$.

- **True Negative Rate (TNR)**: It is the probability that an (object, label) pair with truth $N$ is rightly voted by the worker (i.e., the worker’s vote is $N$): $\Pr( v = N \mid t = N ) = \frac{TN}{TN + FP}$. 

Based on a worker’s contingency table in Table 6.6, the worker’s different quality parameters can be derived in Table 6.7. For these parameters, existing works [92, 127, 149, 211, 219, 222] either use only one or a combination of them to model a worker’s quality: Accuracy is used in [127, 211, 219] to model a worker’s quality, while [92, 149, 222] use a combination of TNR and Recall to model a worker’s quality. In the following section (Section 6.3.2), we first show the limitations of Accuracy and TNR used in existing works, and then propose our novel way of modeling a worker (i.e., Precision and Recall).

6.3.2 Selecting Worker Model

Limitations of Accuracy and TNR. The limitation of only using Accuracy to model a worker in [127, 211, 219] is that a single parameter cannot fully express a worker’s characteristics. For example, in Table 6.2 we know that three workers answer $o_2$, and label boat gets one Y vote from $w_1$ and two N votes from $w_2$, $w_3$. Consider the three workers’ Accuracy in Table 6.7, as $w_1$ and $w_2$ (with the same Accuracy) give contradictory votes, while $w_3$ (with Accuracy 70%) votes N, so label boat will be decided as not in $o_2$ if we only consider Accuracy of each worker.

Some works [92, 149, 222] model a worker’s quality with two parameters: TNR and Recall. The limitation of TNR is that it is not expressive of workers in answering multi-label tasks, because $\text{TNR} = \frac{\text{TN}}{\text{TN} + \text{FP}}$, and in multi-label tasks, the incorrect labels are large in size and sparsely distributed in semantics. Then the crowd workers will not select most of them, making TN much larger compared with FP (Table 6.6), resulting in a high value for TNR. As can be seen in Table 6.7, the TNR for all workers are very high ($\geq 85\%$), and the TNR of three workers ($w_2$, $w_3$, and $w_4$) are very close, making it hard to distinguish between different workers.

More observations can be found in Figure 6.3, which shows the histograms of 141 workers’ respective qualities collected from real-world datasets in crowd-
sourcing platforms (Section 6.7). In each figure, $x$-axis indicates respective quality value, and $y$-axis indicates the number of workers (in 141 ones) that fall in different ranges of quality values. It can be seen that the Accuracy and TNR are highly concentrated in high values and of a low spread, while Precision and Recall are of a wider spread and can capture the differences between workers. The reason is that Accuracy and TNR are related to TN, which dominates other three statistics: TP, FP and FN (also shown in Table 6.6); while Precision and Recall, two parameters unrelated to TN are more expressive in modeling a worker.

**Our Selection: Precision and Recall.** Based on the above analysis, we model the quality of a worker using two parameters: Precision and Recall, and the combination has not been considered in existing crowdsourcing works. Specifically, a worker with high Precision (e.g., $w_1$) means that the labels selected by the worker is likely to be correct (e.g., label boat for $o_2$); a worker with high Recall (e.g., $w_4$) means that the correct labels are mostly selected by the worker, which substantially indicates that a label not selected by the worker is unlikely to be correct.
Moreover, a conservative worker would only select labels that the worker is certain of, yielding high Precision but low Recall (such as $w_1$); on the other hand, a venturous worker may select more labels, resulting in low Precision but high Recall (such as $w_4$).

### 6.4 Iterative Truth Inference

This section studies the Truth Inference Problem, i.e., inferring the truth based on all workers’ votes. We use Precision and Recall to model a worker’s quality. We first introduce our general principle, which captures the inherent relation between the truth and workers’ models (Section 6.4.1). We then apply the principle to developing an iterative method that solves the problem (Section 6.4.2). Finally we talk about how to speed up online computation (Section 6.4.3).

#### 6.4.1 General Principle

The truth and workers’ models have an inherent relation: if a label is selected by high-quality workers for an object, then the label is likely to be a correct label for the object; meanwhile, if a worker selects correct labels often, then the worker will be assigned with a high quality.

To apply the principle, we treat the truth and worker model as two sets of parameters, and compute them in an iterative way. To be specific, we denote the truth of each $(o_i, \ell_{i,j})$ ($1 \leq i \leq n, 1 \leq j \leq |L_i|$) as $q_{i,j} \in [0,1]$, which is the probability that label $\ell_{i,j}$ is a correct label for $o_i$ given all workers’ votes (denoted as $V$, will clarify later), i.e., $q_{i,j} = \Pr(t_{i,j} = Y \mid V)$; we denote the model of each worker $w$ ($w \in W$) as Precision $p_w \in [0,1]$ and Recall $r_w \in [0,1]$. Inspired by the Expectation-Maximization (EM) framework [49], which is widely adopted by existing crowdsourcing works [48, 89, 92, 116, 222], in each iteration, we devise the following two steps:

**Step 1:** we assume that $p_w, r_w$ for each worker $w$ is known, and infer the (prob-
abilistic) truth \( q_{i,j} \) for each \((o_i, \ell_{i,j})\) pair, which is called Inferring the Truth;

**Step 2:** based on the computed truth \( q_{i,j} \) for each \((o_i, \ell_{i,j})\) pair, we estimate each worker \( w \)'s model \( p_w, r_w \), which is called Estimating Workers’ Models.

### 6.4.2 Iterative Method

**Inferring the Truth**

Based on the known \((p_w, r_w)\) for each worker \( w \), we infer the truth \( q_{i,j} = \Pr(t_{i,j} = Y \mid V) \) for each \((o_i, \ell_{i,j})\) pair (note that as \( t_{i,j} = Y/N \), we know that \( \Pr(t_{i,j} = N \mid V) = 1 - q_{i,j} \)). To clarify, we denote \( V = \{V_{i,j} \mid 1 \leq i \leq n, 1 \leq j \leq |L_i|\} \) as the vote set, where each element \( V_{i,j} = \{(w, v)\} \) is a set of workers’ votes for the pair \((o_i, \ell_{i,j})\), i.e., worker \( w \) votes \( v \) for \((o_i, \ell_{i,j})\), where \( v \) is Y or N. For example, from Table 6.3 we know that \( V_{1,2} = \{(w_1, Y), (w_2, Y), (w_3, N), (w_4, Y)\} \).

We assume that the votes are given independently (a typical assumption adopted in existing works [92, 127, 149, 211, 219, 222]), then \( t_{i,j} \) is only related to \( V_{i,j} \). Based on the Bayes’ Theorem [23], we have

\[
q_{i,j} = \Pr(t_{i,j} = Y \mid V_{i,j}) \propto \Pr(V_{i,j} \mid t_{i,j} = Y) \cdot \alpha, \tag{6.1}
\]

where \( \alpha \) is called prior, which represent general knowledge that the probability of a label is correct. Later we discuss how the value \( \alpha \) can be set. Next we use the known workers’ models to deduce \( \Pr(V_{i,j} \mid t_{i,j} = Y) \) and \( \Pr(V_{i,j} \mid t_{i,j} = N) \). For worker \( w \), its model \( p_w \) and \( r_w \) can be represented as:

\[
\begin{cases}
  p_w = \Pr(t_{i,j} = Y \mid v^w_{i,j} = Y), \\
  r_w = \Pr(v^w_{i,j} = Y \mid t_{i,j} = Y).
\end{cases}
\tag{6.2}
\]

(1) \( \Pr(V_{i,j} \mid t_{i,j} = Y) = \prod_{(w, v) \in V_{i,j}} \Pr(v^w_{i,j} = v \mid t_{i,j} = Y) \), that is, \( \Pr(V_{i,j} \mid t_{i,j} = Y) \) depends on workers’ votes. If worker \( w \) votes \( v = Y \), then \( \Pr(v^w_{i,j} = Y \mid t_{i,j} = Y) = \mathbf{1}\) if \( v = Y \) and 0 otherwise.
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\[ Y = r_w \) (Equation 6.2); otherwise, if \( v = N \), then \( \Pr(v_{i,j}^w = N \mid t_{i,j} = Y) = 1 - \Pr(v_{i,j}^w = Y \mid t_{i,j} = Y) = 1 - r_w \). For ease of presentation, we use the indicator function \( \mathbb{I}_{(·)} \) which returns 1 if the argument is true; 0, otherwise. E.g., \( \mathbb{I}_{\{2=5\}} = 0 \) and \( \mathbb{I}_{\{5=5\}} = 1 \). Then

\[
\Pr(V_{i,j} \mid t_{i,j} = Y) = \prod_{(w,v) \in V_{i,j}} (r_w)^{\mathbb{I}_{(v=Y)}} \cdot (1 - r_w)^{\mathbb{I}_{(v=N)}}. \quad (6.3)
\]

(2) We have \( \Pr(V_{i,j} \mid t_{i,j} = N) = \prod_{(w,v) \in V_{i,j}} \Pr(v_{i,j}^w = v \mid t_{i,j} = N) \).

We can prove Theorem 6.1.

**Theorem 6.1.** \( \Pr(v_{i,j}^w = Y \mid t_{i,j} = N) = \frac{\alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w} \).

**Proof.** To prove it, as discussed above, we have

\[
\Pr(t_{i,j} = Y \mid v_{i,j}^w = Y) = \frac{\Pr(v_{i,j}^w = Y \mid t_{i,j} = Y) \cdot \alpha}{\Pr(v_{i,j}^w = Y \mid t_{i,j} = Y) \cdot \alpha + \Pr(v_{i,j}^w = Y \mid t_{i,j} = N) \cdot (1 - \alpha)}.
\]

Based on Equation 6.2, the above formula is indeed

\[
p_w = \frac{r_w \cdot \alpha}{r_w \cdot \alpha + \Pr(v_{i,j}^w = Y \mid t_{i,j} = N) \cdot (1 - \alpha)}.
\]

thus \( \Pr(v_{i,j}^w = Y \mid t_{i,j} = N) = \frac{\alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w} \).

\[ \square \]

Then we can derive \( \Pr(V_{i,j} \mid t_{i,j} = N) \) as

\[
\prod_{(w,v) \in V_{i,j}} \left( \frac{\alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w} \right)^{\mathbb{I}_{(v=Y)}} \cdot \left( 1 - \frac{\alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w} \right)^{\mathbb{I}_{(v=N)}}. \quad (6.4)
\]
Thus with known workers’ models, we can compute each $q_{ij}$ (Equation 6.1) based on Equations 6.3 and 6.4.

**Example 16.** Suppose we have $V$ based on Table 6.3 and workers’ qualities in Table 6.7. We take $(o_1, \ell_{1,1})$: label tree $(\ell_{1,1})$ in $o_1$ as an example and compute $q_{1,1} = \Pr(t_{1,1} = Y \mid V)$. As $w_2, w_3, w_4$ vote $Y$ and $w_1$ votes $N$, based on Equation 6.3, $\Pr(V_{1,1} \mid t_{1,1} = Y) = (1 - r_{w_1})r_{w_2}r_{w_3}r_{w_4} = 0.57 \times 0.71 \times 0.43 \times 1 = 0.174$. Similarly, based on Equation 6.4, $\Pr(V_{1,1} \mid t_{1,1} = N) = 0.028$. Thus from Equation 6.1 we get $q_{1,1} = 86\%$, i.e., tree is likely to be a correct label for $o_1$.

**Estimating Workers’ Models**

Note that if the truth is clearly known, we can derive all workers’ contingency tables (e.g., Table 6.6) by simply counting TP, FP, FN and TN for each worker. However, in last step we get the probabilistic truth $q_{ij}$ for each pair $(o_i, \ell_{ij})$. Although we may easily decide $t_{ij} = Y (N)$ by considering if $q_{ij} \geq 0.5$ (or not), it cannot keep track of the probabilistic information which reflects the degree to be $Y/N$. Instead, we compute TP, FP, FN and TN for each worker by using the exact value of $q_{ij}$. Formally, we denote $D_w$ ($w \in W$) as a set of votes given by worker $w$, and it contains a set of tuples $((o_i, \ell_{ij}), v)$ representing that worker $w$ votes $v$ for the pair $(o_i, \ell_{ij})$, where $v$ is $Y$ or $N$. For example, from Table 6.3 we know $D_{w_1} = \{(o_1, \ell_{1,1}), (o_2, \ell_{2,10})\}$. Then for a worker $w$, TP is the number of $(o_i, \ell_{ij})$ pairs that worker $w$ votes $Y$ and the truth is $Y$, i.e., $TP = \sum_{((o_i, \ell_{ij}), v) \in D_w} 1\{v = Y\} \cdot 1\{t_{ij} = Y\}$.

Thus for worker $w$, we can compute $\mathbb{E}[TP]$ and similarly $\mathbb{E}[FP], \mathbb{E}[FN]$, and $\mathbb{E}[TN]$ as follows:
\[
\begin{align*}
E[TP] &= \sum_{((o_i,\ell_j),v) \in D_w} \mathbb{1}_{\{v=Y\}} \cdot q_{i,j}, \\
E[FP] &= \sum_{((o_i,\ell_j),v) \in D_w} \mathbb{1}_{\{v=Y\}} \cdot (1 - q_{i,j}), \\
E[FN] &= \sum_{((o_i,\ell_j),v) \in D_w} \mathbb{1}_{\{v=N\}} \cdot q_{i,j}.
\end{align*}
\]

For each \(w \in \mathcal{W}\), the \(p_w\) and \(r_w\) are computed as
\[
\begin{align*}
p_w &= \frac{E[TP]}{E[TP] + E[FP]}, \quad r_w &= \frac{E[TP]}{E[TP] + E[FN]}.
\end{align*}
\]

**Example 17.** In Table 6.3 we know that worker \(w_1\) votes \(Y\) for \((o_1, \ell_{1,2})\), \((o_2, \ell_{2,2})\) and \((o_2, \ell_{2,10})\). Suppose the computed \(q_{i,j}\) for those pairs are 0.9, 0.8, 0.7 respectively, then based on Equation 6.5, we can estimate \(TP\) for worker \(w_1\) as \(E[TP] = 0.9 + 0.8 + 0.7 = 2.4\). Similarly we can estimate \(FP\), \(FN\), \(TN\) for worker \(w_1\) and compute \(p_{w_1}, r_{w_1}\) following Equation 6.6.

**Iterative Computation Algorithm**

We design an iterative method in Algorithm 12. It takes all workers’ votes as input, and outputs all probabilistic truth and workers’ models. With the initialized workers’ models, it adopts an iterative approach, and the two steps are run in each iteration. Then it terminates if convergence is reached. Next we address the *prior, initialization, convergence and time complexity*, respectively.

**Prior (\(\alpha\)).** To set the prior \(\alpha\) (i.e., the probability that a label is \(Y\)), we can compute it in an unsupervised approach, i.e., after the two steps in each iteration, we can update \(\alpha\) as \((\sum_{i=1}^n \sum_{j=1}^{||L_i||} q_{i,j}) / (\sum_{i=1}^n ||L_i||)\).

**Initialization.** To initialize all workers’ models, a direct way is to assign \(p_w\) and \(r_w\) with a fixed value \(d \in [0, 1]\) for each worker \(w\). In our experiments, we observe that it is robust when each worker is initialized as a decent worker, i.e., \(p_w = r_w = d \geq 0.6\) for \(w \in \mathcal{W}\).
Algorithm 12 Iterative Computation (Chapter 6).

**Input:** Workers’ votes (\(V, D_w\) for \(w \in W\)), label correlations \(M(\cdot)\)

**Output:** \(q_{i,j}\) for \(1 \leq i \leq n, 1 \leq j \leq |L_i|\), \((p, r_w)\) for \(w \in W\)

1: Initialize \((p_w, r_w)\) for \(w \in W\);
2: while true do
3:   // Inferring the Truth
4:   for \(1 \leq i \leq n, 1 \leq j \leq |L_i|\) do
5:     Compute \(q_{i,j}\) using Equations 6.1, 6.3 and 6.4;
6:   end for
7:   // Considering Label Correlations
8:   for \(1 \leq i \leq n, 1 \leq j \leq |L_i|\) do
9:     \(S_{i,j} = \ln[ q_{i,j} / (1 - q_{i,j}) ] \);
10:    Update \(S_{i,j}\) to \(S'_{i,j}\) based on Equation 6.7;
11:    \(q_{i,j} = \text{sig}(S'_{i,j}) = 1 / (1 + e^{-S'_{i,j}})\);
12: end for
13: // Estimating Workers’ Models
14: for \(w \in W\) do
15:   Compute \(p_w\) and \(r_w\) using Equations 6.5 and 6.6;
16: end for
17: // Check for Convergence
18: if Converged then
19:   break;
20: end if
21: end while
22: return \(q_{i,j}\) for \(1 \leq i \leq n, 1 \leq j \leq |L_i|\), \((p_w, r_w)\) for \(w \in W\);

**Convergence.** To check the convergence, a typical way is to see whether or not the change of parameters (i.e., all truth and worker models) in subsequent iteration is below some predefined threshold \(\varepsilon\) (e.g., \(10^{-3}\)). In our experiments, we observe that our proposed approach is quick to converge (\(\leq 20\) iterations).

**Time Complexity.** In each iteration, there are three main parts: (1) step 1: \(O(m \cdot |W|)\); (2) step 2: \(O(m \cdot |W|)\); (3) check for Convergence: \(O(m + |W|)\). Suppose it takes \(c\) iterations to converge, the total time complexity is \(O(c \cdot m \cdot |W|)\). In our experiments, we observe that it converges very quickly (\(c \leq 20\)) for various datasets.
6.4.3 Speed-Up Computation

We now discuss how to incrementally update the parameters (i.e., the truth and workers’ models). Assume we are faced with a situation that the workers’ answers come in a high velocity, and we need an incremental method that instantly updates previously stored parameters when a new answer arrives. The basic idea is that upon receiving a worker’s new answer, we only choose a small subset of related parameters to update, e.g., the truth of voted pairs, and all workers’ models who have ever answered the voted pairs. The challenge is that (1) when a worker comes, which subset of parameters are to update; (2) what parameters should be stored for each pair and each worker, such that the update can be facilitated. In practice, we can integrate the incremental approach into the iterative approach in a delayed manner, i.e., we run iterative approach when receiving every 100 answers; and among the 100 answers, we only update parameters using the incremental approach.

The detailed algorithm is shown in Algorithm 13. The basic idea is that upon receiving a worker’s answer (say worker \( w \) votes \( v \) for the pair \((o_i, \ell_i)\)), we only update the most important parameters, i.e., the truth of the pair and the models of workers who have answered the pair before. To be precise, we store the following parameters in order to facilitate incremental updates: (1) for a worker \( w \in W \), we store three parameters: \( ETP_w \), \( EFP_w \), \( EFN_w \), representing the expectations of TP, FP, FN, respectively; (2) for a pair \((o_i, \ell_i)\) (\(1 \leq i \leq n, 1 \leq j \leq |L_i|\)), we store \( m^Y_{i,j} \) and \( m^N_{i,j} \), representing \( \Pr(V_{i,j} \mid t_{i,j} = Y) \) and \( \Pr(V_{i,j} \mid t_{i,j} = N) \) respectively.

Then if we want to compute any truth and worker’s model, they can be directly returned based on the above stored parameters. For example, for the pair \((o_i, \ell_i)\), we can get \( q_{i,j} = \frac{m^Y_{i,j}}{m^Y_{i,j} + m^N_{i,j}} \); for worker \( w \in W \), we can derive \( p_w = \frac{ETP_w}{ETP_w + EFP_w} \) and \( r_w = \frac{ETP_w}{ETP_w + EFN_w} \).

Algorithm 13 updates the stored parameters when it gets a new vote, i.e.,
Algorithm 13 Incremental Computation (Chapter 6).

**Input:** \((w, v, (a_j, \ell_{i,j}))\) (worker \(w\) votes \(v\) for the pair \((a_j, \ell_{i,j})\)),
\[ V, (m_{i,j}^Y, m_{i,j}^N) \text{ for } 1 \leq i \leq n \text{ and } 1 \leq j \leq |L_i|, \]
\((\text{ETP}_w, \text{EFP}_w, \text{EFN}_w, \text{ETN}_w)\) for \(w \in W\)

**Output:** \(V, (m_{i,j}^Y, m_{i,j}^N) \text{ for } 1 \leq i \leq n \text{ and } 1 \leq j \leq |L_i|, \)
\((\text{ETP}_w, \text{EFP}_w, \text{EFN}_w, \text{ETN}_w)\) for \(w \in W\)

1: temp\(T = m_{i,j}^Y\) \(\text{ tempN} = m_{i,j}^N\)
2: // (1) Inferring the Truth
3: if \(v = Y\) then
4: \[ m_{i,j}^Y = m_{i,j}^Y \cdot \frac{\text{ETP}_w}{\text{ETP}_w + \text{EFP}_w}; \]
5: \[ m_{i,j}^N = m_{i,j}^N \cdot \frac{\text{EFP}_w}{\text{ETP}_w + \text{EFP}_w}; \]
6: else
7: \[ m_{i,j}^Y = m_{i,j}^Y \cdot \left(1 - \frac{\text{ETP}_w}{\text{ETP}_w + \text{EFP}_w}\right); \]
8: \[ m_{i,j}^N = m_{i,j}^N \cdot \left(1 - \frac{\text{EFP}_w}{\text{ETP}_w + \text{EFP}_w}\right); \]
9: end if
10: // (2) Estimating Workers’ Models
11: // (2.1) Update the parameters for worker \(w\)
12: if \(v = Y\) then
13: \[ \text{ETP}_w = \text{ETP}_w + \frac{m_{i,j}^Y}{m_{i,j}^Y + m_{i,j}^N}; \]
14: \[ \text{EFP}_w = \text{EFP}_w + \frac{m_{i,j}^N}{m_{i,j}^Y + m_{i,j}^N}; \]
15: else
16: \[ \text{EFN}_w = \text{EFN}_w + \frac{m_{i,j}^Y}{m_{i,j}^Y + m_{i,j}^N}; \]
17: \[ \text{ETN}_w = \text{ETN}_w + \frac{m_{i,j}^N}{m_{i,j}^Y + m_{i,j}^N}; \]
18: end if
19: // (2.2) Update the parameters for workers who have voted the pair \((a_j, \ell_{i,j})\)
before
20: for \((w', v') \in V_{i,j}\) do
21: if \(v' = Y\) then
22: \[ \text{ETP}_{w'} = \text{ETP}_{w'} - \frac{\text{tempT}}{\text{tempT} + \text{tempN}} + \frac{m_{i,j}^Y}{m_{i,j}^Y + m_{i,j}^N}; \]
23: \[ \text{EFP}_{w'} = \text{EFP}_{w'} - \frac{\text{tempN}}{\text{tempT} + \text{tempN}} + \frac{m_{i,j}^N}{m_{i,j}^Y + m_{i,j}^N}; \]
24: else
25: \[ \text{EFN}_{w'} = \text{EFN}_{w'} - \frac{\text{tempT}}{\text{tempT} + \text{tempN}} + \frac{m_{i,j}^Y}{m_{i,j}^Y + m_{i,j}^N}; \]
26: \[ \text{ETN}_{w'} = \text{ETN}_{w'} - \frac{\text{tempN}}{\text{tempT} + \text{tempN}} + \frac{m_{i,j}^N}{m_{i,j}^Y + m_{i,j}^N}; \]
27: end if
28: end for
29: \(V_{i,j} = V_{i,j} \cup \{(w, v)\};\)
30: return \(V, (m_{i,j}^Y, m_{i,j}^N) \text{ for } 1 \leq i \leq n \text{ and } 1 \leq j \leq |L_i|, \)
\((\text{ETP}_w, \text{EFP}_w, \text{EFN}_w, \text{ETN}_w)\) for \(w \in W;\)
a worker \(w\) votes \(v\) for a pair \((o_i, \ell_{ij})\). It shows how the related parameters will be updated:

**Inferring the Truth (lines 2-8).** In this step, as the pair \((o_i, \ell_{ij})\) gets a new vote, we update the parameters related to \((o_i, \ell_{ij})\), i.e., \(m^Y_{ij}\) and \(m^N_{ij}\). From Equation 6.3 we know how to update \(m^Y_{ij}\) upon receiving a new vote \(v\), that is, if \(v = Y\), then \(r_w = \frac{ETP_w}{ETP_w + EFN_w}\) will be multiplied to \(m^Y_{ij}\); otherwise, \(1 - r_w\) will be multiplied to \(m^N_{ij}\). We can derive similar update formula for \(m^N_{ij}\) from Equation 6.4. These updates can be reflected in lines 3-8.

**Estimating Workers’ Models (lines 9-24).** In this step, we update the related workers’ parameters. When worker \(w\) gives a vote, the worker’s parameters (i.e., ETP\(_w\), EFN\(_w\), EFP\(_w\), and ETN\(_w\)) will be updated. For example, based on Equation 6.5, we know that once a new vote \(v = Y\) is received, then ETP\(_w\) will be added with the value \(q_{ij} = \frac{m^Y_{ij}}{m^Y_{ij} + m^N_{ij}}\). Similarly, once a new vote \(v = N\) is received, then ETP\(_w\) will be similarly updated (lines 11-16).

Besides worker \(w\), we also know that \(q_{ij}\) has been updated, which will affect the parameters for the workers who have voted for \((o_i, \ell_{ij})\) before. In order to update those affected parameters, we have to replace the old probability with the new one. So we first use temp\(_T\) and temp\(_N\) to temporarily store \(m^Y_{ij}\) and \(m^N_{ij}\) (line 1). Then we update each worker who has voted for \((o_i, \ell_{ij})\) before (lines 18-24). For example, for such a worker \(w’\), if the worker previously votes \(Y\), then the worker’s model ETP\(_{w’}\) will be updated by first decreasing the old probability \(\frac{\text{temp}_T}{\text{temp}_T + \text{temp}_N}\), and then adding the new one \(\frac{m^Y_{ij}}{m^Y_{ij} + m^N_{ij}}\).

Finally we update \(V_{ij}\) by adding the new vote (line 25). Next we analyze the time complexity of Algorithm 13.

**Time Complexity.** For the time complexity of Algorithm 13, we only have to deal with lines 18-24 (an iteration), as other steps can be finished in constant time. For the iteration (i.e., lines 18-24), it enumerates all elements in \(V_{ij}\) and each iteration takes constant time. So the time complexity is \(O(|V_{ij}|)\) (if receiv-
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...ing a new vote for \((o_i, \ell_{ij})\). As \(V_{ij}\) stores all previous votes for \((o_i, \ell_{ij})\), so the complexity is constrained by the maximum number of times a pair has been answered, which is \(O(|W|)\). It is much more efficient compared with Algorithm 12, which costs \(O(c \cdot |W| \cdot \sum_{i=1}^{n} |L_i|)\), especially when the number of all pairs (i.e., \(\sum_{i=1}^{n} |L_i|\)) is big.

6.5 Label Correlations

Since the labels of an object are not independent, we study how label correlations can facilitate inferring the truth. There are two sub-problems. The first is how to obtain the label correlations. The second is how to integrate the label correlations into our proposed method. Next we address them, respectively.

We can utilize existing label-correlation techniques [24, 210, 213] to generate the label correlations and regard them as prior input to our problem. Generally they can be classified into two categories: pairwise label correlations and higher order label correlations. Pairwise label correlations capture the relations between pairwise labels, which are mostly used because of its simplicity. For object \(o_i\), the total number of pairwise label combinations is at most \(|L_i|^2\). For example, the conditional dependency of two labels defines the probability that one label is correct for an object under the condition that the other label is correct. Higher order label correlations capture the relations among subsets of labels, e.g., the co-existence probability among multiple labels, which are not frequently used mainly because of the introduced high complexity in parameters.

Thus we focus on pairwise label correlations in this chapter, and leave higher order correlations for future work.

Label Correlation Function. It can be generalized that existing works [24, 210, 213] use a small subset of training data and derive a function \(\mathcal{M}(\cdot)\), which takes two labels \(a, b\) as input, and outputs a score in \([-1, 1]\) that encodes the implication of label \(a\)'s correctness to label \(b\)'s correctness on an object. For exam-
ple, \( \mathcal{M}(\text{sun}, \text{sky}) = 0.9 \) means that label sun’s correctness strongly implies label sky’s correctness, i.e., if sun is correct on an object, it is highly likely that sky is also correct; while \( \mathcal{M}(\text{happy}, \text{sad}) = -0.9 \) means that label happy’s correctness strongly implies label sad’s incorrectness, i.e., if happy is correct on an object, it is highly likely that sad is not correct. Recently, some open-source tools, e.g., \textit{word2vec} [202], takes a large text corpus as input and outputs a vector for each word, encoding the information of its adjacent words. Intuitively, the more frequent two words occur together in text corpus, the more similar their vectors are. We can also regard each label as a word and compute the cosine similarity of the two labels’ vectors.

\textbf{Using Label Correlations to Improve Inference.} Our problem is “Given the computed probabilistic truth \( q_{i,j} \) for \( 1 \leq i \leq n, 1 \leq j \leq |L_i| \) (i.e., the input), how to refine each \( q_{i,j} \) by considering label correlations (i.e., \( \mathcal{M}(\cdot) \))?"

Since \( \mathcal{M}(\cdot) \) may output negative values, directly acting it on \( q_{i,j} \) may contradict to the probability constraint. Inspired by the sigmoid function, i.e., \( \text{sig}(x) = \frac{1}{1+e^{-x}} \) \( (x \in (-\infty, +\infty), \text{sig}(\cdot) \in (0, 1)) \), which is a monotonic increasing function, and it has been successfully used in various models as the mapping between a real value and a probability. So for each \( q_{i,j} \), we consider label correlations and update as:

\textbf{Step 1:} we convert \( q_{i,j} \) to a real value \( S_{i,j} \);
\textbf{Step 2:} we act \( \mathcal{M}(\cdot) \) on \( S_{i,j} \) to derive a new \( S'_{i,j} \);
\textbf{Step 3:} we revert \( S'_{i,j} \) to a new probability \( q_{i,j} \).

In the first step, based on the sigmoid function, we set \( q_{i,j} = \frac{1}{1+e^{-S_{i,j}}} \) and get \( S_{i,j} = \ln \frac{q_{i,j}}{1-q_{i,j}} \). The real value \( S_{i,j} \in (-\infty, +\infty) \) represents the confidence that label \( \ell_{i,j} \) is correct for \( o_i \).

In the second step, our idea is to update \( S_{i,j} \) based on the impact of related labels in \( o_i \). Intuitively, suppose \( \mathcal{M}(\ell_{i,k}, \ell_{i,j}) \) is high, e.g., \( \ell_{i,k} = \text{sun} \) and \( \ell_{i,j} = \text{sky} \), and \( S_{i,k} \) is confident, i.e., if sun is likely to be a correct label for \( o_i \), then sky is likely to be a correct label for \( o_i \). So we update \( S_{i,j} \) to \( S'_{i,j} \) as follows:
\[
S'_{ij} = \alpha \cdot S_{ij} + (1 - \alpha) \cdot \sum_{\ell_k \in RL} S_{ik} \cdot M(\ell_k, \ell_{ij}).
\] (6.7)

We can see that \(S'_{ij}\) is the weighted sum of \(S_{ij}\) and an aggregated portion of related labels (RL). For each related label \(\ell_{ik} \in RL\), it multiplies its confidence \(S_{ik}\) for \(o_i\), and the implication of its correctness to \(\ell_{ij}\)'s correctness, i.e., \(M(\ell_{ik}, \ell_{ij})\).

There are two parameters: (1) the weight \(\alpha \in [0, 1]\) controls the impacts between itself (\(S_{ij}\)) and related labels. From experiments (Section 6.7) we set \(\alpha \in [0.6, 0.7]\), which gives itself more impact, but at the same time considers related labels. (2) RL is a set of related labels. We can roughly set it as all labels in \(o_i\) except itself (\(\ell_{ij}\)), i.e., \(RL = \{\ell_{ik} \mid 1 \leq k \leq |L_i| \land k \neq j\}\). Although we can consider other choices, e.g., based on the definition of \(M(\cdot)\), we can focus on the labels \(\ell_{ik}\) whose confidence value is high (e.g., \(q_{ik} > 0.8\)), however, we find that the simply way already performs very well.

In the third step, we revert the derived \(S'_{ij}\) to a new probability: 
\[
q_{ij} = \text{sig}(S'_{ij}) = 1/(1 + e^{-S'_{ij}}).
\]

As the three steps require \(q_{ij} (1 \leq i \leq n, 1 \leq j \leq |L_i|)\) as input, we can consider label correlations in our iterative method by running these three steps after inferring the truth in each iteration.

**Time Complexity.** In each iteration, we update all truth \(q_{ij}\) with \(M(\cdot)\). For each \(q_{ij}\), steps 1 and 3 take constant time; in step 2 (Equation 6.7), it considers at most \(O(|L_i|)\) related labels in \(o_i\). Let \(e = \max_{1 \leq i \leq n} |L_i|\), then it takes \(O(m \cdot e)\) for all pairs, which is dominated by other parts in last section (i.e., \(O(m \cdot |W|)\)) if there are enough workers.

**Example 18.** Suppose workers’ answers and qualities are known in Tables 6.2 and 6.7, and we take \(\ell_{2,4}\) (lake) in \(o_2\) as an example. In Section 6.4 we can get \(q_{2,4}=0.26\).

Then it is converted to \(S_{2,4} = -1.05\). Suppose \(M(\text{boat}, \text{lake})=0.9\), and for label boat (\(\ell_{2,10}\)), similarly we get \(q_{2,10}=0.99\) and \(S_{2,10}=4.6\).\(^{17}\) To update \(S_{2,4}\), for simplicity we only consider the most related label boat, and based on Equation 6.7 (\(\alpha=0.7)\),

\(^{17}\) Since \(p_{w_1} = 1\), then \(q_{2,10} = 1\) and \(S_{2,10} = +\infty\). For illustration we consider \(q_{2,10} = 0.99\).
\[ S'_{2,4} = 0.7 \cdot S_{2,4} + 0.3 \cdot S_{2,10} \cdot 0.9 = 0.507. \] Finally \( q_{2,4} = \text{sig}(S'_{2,4}) = 0.62. \) We can see that as \textit{boat} is confident (99%) for \( o_2, \) and the implication of \textit{boat} to \textit{lake} is strong (0.9), this increases the probability (from 26% to 62%) that \textit{lake} is correct for \( o_2. \)

### 6.6 Online Task Assignment

In this section, we study the \textit{Task Assignment Problem}: “Given the vote set \( V \) collected so far, when a worker \( w \) comes, which \( k \) objects (in all \( n \) ones) should be assigned to worker \( w? \)”.

In selecting \( k \) objects, our basic idea is to estimate how much uncertainty can be reduced for each object, by considering if the task will be answered by \( w. \) Then we select the optimal \( k \)-object combination with the highest uncertainty reduction. However, to achieve the goal, there are two challenges here: (1) to select \( k \) out of \( n \) objects, we have to consider all \( \binom{n}{k} \) combinations, which is exponential; (2) even for a single object \( o_i, \) to consider how worker \( w \) may answer it, there are still \( 2^{\left| L_i \right|} \) possible cases, which is exponential.

To address it, in the following, we first focus on selecting a single object, and then generalize to selecting multiple (e.g., \( k \)) objects.

**Selecting a Single Object.** When a worker \( w \) comes, to decide which object should be assigned to \( w, \) our idea is to select the object whose uncertainty can be reduced the most if the object is answered by worker \( w. \) To achieve the goal, for each object \( o_i \) \((1 \leq i \leq n), \) we adopt the following three steps:

**Step 1:** we measure the object’s uncertainty \( U(o_i); \)

**Step 2:** we calculate the expected uncertainty if it is answered by \( w, \) denoted as \( \mathbb{E}[U(o_i) \mid w \text{ answers } o_i]; \)

**Step 3:** we compute its uncertainty reduction

\[
\Delta U(o_i) = U(o_i) - \mathbb{E}[U(o_i) \mid w \text{ answers } o_i].
\] (6.8)
We select the object whose uncertainty reduces most.

In the first step, we need to measure $o_i$’s uncertainty based on workers’ answers (i.e., $V$).

**Definition 6.6 (Uncertainty).** We first define the uncertainty of a pair $(o_i, \ell_{ij})$ based on Shannon Entropy [167], denoted as $U((o_i, \ell_{ij})) = -q_{ij} \cdot \log q_{ij} + (1-q_{ij}) \cdot \log(1-q_{ij})$. Then the uncertainty of an object $o_i$ is defined as the sum of the uncertainty of all pairs in $o_i$, i.e., $U(o_i) = \sum_{j=1}^{|L_i|} U((o_i, \ell_{ij}))$.

In the second step, to calculate the expected uncertainty of object $o_i$ by considering if it is answered by worker $w$, we first study how to compute the expected uncertainty of a pair $(o_i, \ell_{ij})$ if worker $w$ votes for that, denoted as $E[U((o_i, \ell_{ij})) | w$ votes for $(o_i, \ell_{ij})]$. The challenge is that we do not know worker $w$’s vote (Y or N) for $(o_i, \ell_{ij})$ before $o_i$ is assigned. To address this issue, we estimate worker $w$’s vote based on the truth probability $q_{ij}$ and the worker’s quality. If worker $w$ has performed tasks before, then the worker’s quality has been estimated and stored in the database already (Figure 6.2); otherwise, if $w$ is a new worker, we can use the average quality (i.e., precision and recall) of workers that have performed on the tasks, which can be derived from the database.

Formally, we denote worker $w$’s quality as $p_w, r_w$. To calculate the expected uncertainty of a pair $(o_i, \ell_{ij})$, we (1) estimate the vote (Y/N) that worker $w$ will give to the pair, and (2) estimate how the truth $q_{ij}$ is updated if worker $w$ votes Y/N for the pair. We address these two problems in Theorems 6.2 and 6.3.

**Theorem 6.2.** The probability that a worker $w$ will vote Y for $(o_i, \ell_{ij})$ is $Pr(v^w_{ij} = Y | V) = r_w \cdot q_{ij} + \frac{\alpha(1-p_w)\cdot r_w}{(1-\alpha)p_w} \cdot (1-q_{ij})$.

**Proof.** Based on the Bayes’ Theorem [23], considering $t_{ij} \in \{Y, N\}$ we can derive that

$$Pr(v^w_{ij} = Y | V) = Pr(v^w_{ij} = Y | t_{ij} = Y, V) \cdot Pr(t_{ij} = Y | V) + Pr(v^w_{ij} = Y | t_{ij} = N, V) \cdot Pr(t_{ij} = N | V).$$
Given a known $t_{ij}, v_{ij}$ is independent of $V$, thus
\[
\Pr(v_{ij}^w = Y \mid t_{ij} = Y, V) = \Pr(v_{ij}^w = Y \mid t_{ij} = Y) = r_w.
\]
\[
\Pr(v_{ij}^w = Y \mid t_{ij} = N, V) = \Pr(v_{ij}^w = Y \mid t_{ij} = N) = \frac{\alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w}.
\]
Then we can derive
\[
\Pr(v_{ij}^w = Y \mid V) = r_w \cdot q_{ij} + \frac{\alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w} \cdot (1 - q_{ij}),
\]
which finalizes the proof.

**Theorem 6.3.** If worker $w$ gives a new vote $Y$ for $(a_i, \ell_{ij})$, then $q_{ij}$ is updated to $q_{ij}^Y = q_{ij} / \left[ q_{ij} + (1 - q_{ij}) \cdot \frac{\alpha \cdot (1 - p_w)}{(1 - \alpha) \cdot p_w} \right]$; otherwise, if the worker’s new vote is $N$, then $q_{ij}$ is updated to $q_{ij}^N = q_{ij} / \left[ q_{ij} + (1 - q_{ij}) \cdot \frac{1 - \alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w} \right] / \left[ q_{ij} \cdot (1 - r_w) \right]$.

**Proof.** If worker $w$ gives a new vote $v$ for $(a_i, \ell_{ij})$, from Equations 6.3 and 6.4, we know that $\Pr(V_{ij} \mid t_{ij} = Y)$ is updated as $\Pr(V_{ij} \mid t_{ij} = Y) \cdot A$ and $\Pr(V_{ij} \mid t_{ij} = N)$ is updated as $\Pr(V_{ij} \mid t_{ij} = N) \cdot B$, where $A$ and $B$ are denoted as follows:
\[
\begin{aligned}
A &= (r_w)^{\mathbb{1}(v = Y)} \cdot (1 - r_w)^{\mathbb{1}(v = N)} , \\
B &= \left( \frac{\alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w} \right)^{\mathbb{1}(v = Y)} \cdot \left( 1 - \frac{\alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w} \right)^{\mathbb{1}(v = N)}.
\end{aligned}
\]

Then based on Equation 6.1, $q_{ij}$ should be updated as
\[
\frac{\Pr(V_{ij} \mid t_{ij} = Y) \cdot A}{\Pr(V_{ij} \mid t_{ij} = Y) \cdot A + \Pr(V_{ij} \mid t_{ij} = N) \cdot B}.
\]

By dividing $A \cdot \left[ \Pr(V_{ij} \mid t_{ij} = Y) + \Pr(V_{ij} \mid t_{ij} = N) \right]$ both on its numerator and denominator, we can derive that $q_{ij}$ is updated as $q_{ij} / \left[ q_{ij} + (1 - q_{ij}) \cdot \frac{\frac{\alpha \cdot (1 - p_w)}{(1 - \alpha) \cdot p_w}}{\frac{1 - \alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w}} \right]$.

Thus if worker $w$ gives a new vote $Y$ for $(a_i, \ell_{ij})$, then $q_{ij}$ is updated as $q_{ij}^Y = q_{ij} / \left[ q_{ij} + (1 - q_{ij}) \cdot \frac{\alpha \cdot (1 - p_w)}{(1 - \alpha) \cdot p_w} \right]$; otherwise, if the worker’s new vote is $N$, then $q_{ij}$ is updated as $q_{ij}^N = q_{ij} / \left[ q_{ij} + (1 - q_{ij}) \cdot \frac{1 - \alpha \cdot (1 - p_w) \cdot r_w}{(1 - \alpha) \cdot p_w} \right] / \left[ q_{ij} \cdot (1 - r_w) \right]$.
Based on the results in Theorems 6.2 and 6.3, we have

\[
\mathbb{E}[U((o_i, \ell_{i,j}) \mid \text{w votes for } (o_i, \ell_{i,j}))] = U^Y_{i,j} \cdot \Pr(v^w_{i,j} = Y \mid V) + U^N_{i,j} \cdot \Pr(v^w_{i,j} = N \mid V), \text{ where}
\]

\[
\begin{cases}
U^Y_{i,j} = -[q^Y_{i,j} \cdot \log q^Y_{i,j} + (1 - q^Y_{i,j}) \cdot \log(1 - q^Y_{i,j})], \\
U^N_{i,j} = -[q^N_{i,j} \cdot \log q^N_{i,j} + (1 - q^N_{i,j}) \cdot \log(1 - q^N_{i,j})].
\end{cases}
\]

(6.9)

Note that \(\Pr(v^w_{i,j} = Y \mid V)\) and \(\Pr(v^w_{i,j} = N \mid V)\) can be derived from Theorem 6.2, and \(q^Y_{i,j}, q^N_{i,j}\) can be derived from Theorem 6.3. Intuitively, Equation 6.9 considers the cases that worker \(w\) will vote \(Y\) (N) for \((o_i, \ell_{i,j})\), and the updated uncertainty \(U^Y_{i,j}\) (\(U^N_{i,j}\)) if the vote is given.

**Example 19.** Suppose workers’ answers \((V)\) and qualities are known in Tables 6.3 and 6.7. We can compute \(q_{1,1} = 0.86\). Suppose a new worker \(w \notin W\) comes and we compute both \(U((o_1, \ell_{1,1}))\) and \(\mathbb{E}[U((o_1, \ell_{1,1})) \mid \text{w votes for } (o_1, \ell_{1,1})]\). First \(U((o_1, \ell_{1,1})) = -0.08 * \log 0.86 + 0.14 * \log 0.14 = 0.4\). The new worker \(w\)’s quality is estimated as the average quality: \(p_w = 0.77, r_w = 0.64\) from Table 6.7. Based on Theorem 6.2, we get \(\Pr(v^w_{1,1} = Y \mid V) = 0.64 * 0.86 + (0.64 - 0.64) * 0.14 = 0.58\) and \(\Pr(v^w_{1,1} = N \mid V) = 1 - 0.58 = 0.42\). Based on Theorem 6.3 we get \(q^Y_{1,1} = 0.86 / (0.86 + 0.14 * 0.23) = 0.95\), and similarly \(q^N_{1,1} = 0.73\). Then we can derive \(U^Y_{1,1} = -0.95 * \log 0.95 + 0.05 * \log 0.05 = 0.2\) and \(U^N_{1,1} = 0.58\). Finally \(\mathbb{E}[U((o_1, \ell_{1,1})) \mid \text{w votes for } (o_1, \ell_{1,1})]\) \(= 0.2 * 0.58 + 0.58 * 0.42 = 0.36\). The uncertainty of \((o_1, \ell_{1,1})\) changes from 0.4 to 0.36 after being voted by \(w\).

Having known how to compute the expected uncertainty of a pair, we now compute the expected uncertainty of object \(o_i\) if it is answered by worker \(w\), i.e., \(\mathbb{E}[U(o_i) \mid \text{w answers } o_i]\). However, it is challenging to directly compute it, as it requires to enumerate all possible answers of worker \(w\) to \(o_i\): \(\{Y, N\}^{|L_i|}\), containing \(2^{|L_i|}\) items.

We next prove the following theorem, which efficiently computes the ex-
expected uncertainty of an object $o_i$, reducing the complexity from exponential $\left(2^{|L_i|}\right)$ to linear $\left(|L_i|\right)$. The basic idea is that if we decompose the above formula as two parts, where each part considers that $w$ votes $Y$ ($N$) to a pair (e.g., $(o_i, \ell_{i,1})$), then we can verify that the expected uncertainty of the pair can be extracted from the above formula. Similarly the expected uncertainty of all pairs in $o_i$ can be extracted and added independently.

Theorem 6.4. The expected uncertainty of $o_i$ ($1 \leq i \leq n$) is the sum of the expected uncertainties of all pairs in $o_i$, i.e.,

$$\mathbb{E}\left[U(o_i) \mid w \text{ answers } o_i \right] = \sum_{j=1}^{|L_i|} \mathbb{E}\left[U((o_i, \ell_{i,j})) \mid w \text{ votes for } (o_i, \ell_{i,j}) \right].$$

Proof. Let $\sigma = \{\sigma_1, \sigma_2, \ldots, \sigma_{|L_i|}\}$ denote worker $w$’s one possible answer for $o_i$, where each $\sigma_j = Y(N)$ ($1 \leq j \leq |L_i|$) represents that worker $w$ votes $Y(N)$ for $(o_i, \ell_{i,j})$. Then for each $\sigma \in \{Y, N\}^{|L_i|}$, we have to compute the uncertainty of $o_i$ if worker $w$ gives answer $\sigma$, denoted as $U_i^\sigma$. Based on Definition 6.6, it aggregates the uncertainty of all pairs in $o_i$ considering the answer $\sigma$, i.e.,

$$U_i^\sigma = \sum_{j=1}^{\sigma_j} - [q_{i,j}^\sigma \log q_{i,j}^\sigma + (1 - q_{i,j}^\sigma) \log (1 - q_{i,j}^\sigma)],$$

where $q_{i,j}^\sigma$ (i.e., $q_{i,j}^Y$ or $q_{i,j}^N$) is defined in Theorem 6.3. If we assume that worker $w$ will give independent votes to $(o_i, \ell_{i,j})$, then we can derive

$$\mathbb{E}\left[U(o_i) \mid w \text{ answers } o_i \right] = \sum_{\sigma \in \{Y, N\}^{|L_i|}} U_i^\sigma \cdot \prod_{j=1}^{|L_i|} \Pr(v_{i,j}^w = \sigma_j \mid V).$$

Given the above formula, we can decompose its right hand side into the sum of two parts: the first part is the sum of $2^{|L_i|-1}$ elements, considering that $\sigma_{|L_i|} = Y$ (worker $w$ votes $Y$ for $(o_i, \ell_{i|L_i|})$), and the second part is the sum of the remaining $2^{|L_i|-1}$ elements, considering that $\sigma_{|L_i|} = N$ (worker $w$ votes $N$ for $(o_i, \ell_{i|L_i|})$), i.e.,
CHAPTER 6. A MULTI-LABEL TASK CROWDSOURCING SYSTEM

$$E[ U(o_i) \mid w \text{ answers } o_i ] =$$

$$\sum_{\sigma' \in \{Y,N\}^{L_i}} (U_i^{\sigma'} + U_{i,L_i}^Y) \Pr(v_{i,L_i}^{\sigma'} = Y \mid V) \prod_{j=1}^{L_i-1} \Pr(v_{i,j}^{\sigma_j} = \sigma'_j \mid V)$$

$$+ \sum_{\sigma' \in \{Y,N\}^{L_i}} (U_i^{\sigma'} + U_{i,L_i}^N) \Pr(v_{i,L_i}^{\sigma'} = N \mid V) \prod_{j=1}^{L_i-1} \Pr(v_{i,j}^{\sigma_j} = \sigma'_j \mid V).$$

With a careful deduction, we can derive that

$$E[ U(o_i) \mid w \text{ answers } o_i ] =$$

$$\sum_{\sigma' \in \{Y,N\}^{L_i}} U_i^{\sigma'} \cdot \prod_{j=1}^{L_i-1} \Pr(v_{i,j}^{\sigma_j} = \sigma'_j \mid V)$$

$$+ E[ U((o_i, \ell_{i,L_i})) \mid w \text{ votes for } (o_i, \ell_{i,L_i}) ].$$

The above formula shows that the expected uncertainty of the pair $(o_i, \ell_{i,L_i})$ can be extracted. Following the same way, the expected uncertainty of all pairs in $o_i$ can be extracted and added independently. Thus we have

$$E[ U(o_i) \mid w \text{ answers } o_i ] =$$

$$\sum_{j=1}^{L_i} E[ U((o_i, \ell_{i,j})) \mid w \text{ votes for } (o_i, \ell_{i,j}) ].$$

In the third step, we can compute the uncertainty reduction of object $o_i$: $\Delta U(o_i) = U(o_i) - E[ U(o_i) \mid w \text{ answers } o_i ]$ and select a single object with the highest reduction $\Delta U(o_i)$. Note that label correlations are implicitly considered in the assignment, as it takes the derived $q_{i,j}$ to further compute the uncertainty and estimate worker’s votes.
Selecting Multiple Objects. When a worker comes, existing crowdsourcing platforms such as AMT [1] can support to batch multiple tasks in a HIT (Human Intelligence Task), and assign for the coming worker. Similar to Theorem 6.4, we can easily extend our method to select \( k \) objects in Theorem 6.5, by retrieving top-\( k \) objects with highest reduction in uncertainty.

**Theorem 6.5.** The optimal \( k \)-object combination is to select \( k \) objects with the highest reduction in uncertainty, i.e., \( \Delta U(o_i) \).

**Proof.** As a worker gives answers independently, suppose we select a fixed set of \( k \) objects (denoted as \( T' \)) to assign for the coming worker \( w \), i.e., \( T' = \{o_i\} \) and \( |T'| = k \), then following the proof for Theorem 6.4, we can similarly prove that the expected uncertainty for these \( k \) objects can be regarded as the sum of expected uncertainties of individual object, i.e.,

\[
E\left[ \sum_{o_i \in T'} U(o_i) \mid w \text{ answers objects in } T' \right] = \sum_{o_i \in T'} E\left[ U(o_i) \mid w \text{ answers } o_i \right].
\]

As our target is to select the optimal \( k \)-object combination, such that the uncertainty can be reduced the most. Based on the above Equation, we know that for a fixed set of objects \( T' \), their uncertainty reduction can be expressed as

\[
\sum_{o_i \in T'} \Delta U(o_i).
\]

Then in order to select the optimal \( k \)-object combination, we can treat each object independently, i.e., we compute each object \( o_i \)'s uncertainty reduction \( \Delta U(o_i) \), and select the top-\( k \) objects with the highest uncertainty reduction.

\[\square\]

**Time Complexity.** To select top-\( k \) objects with highest uncertainty reduction, we have to compute \( \Delta U(o_i) \) for each object \( o_i \). For an object \( o_i \) (\( 1 \leq i \leq n \)), step 1
takes $O(|L_i|)$ time (Definition 6.6); step 2 also takes $O(|L_i|)$ time (Theorem 6.4); step 3 takes constant time (Equation 6.8). Then computing $\Delta U(o_i)$ for all objects takes $O(m)$ time, where $m = \sum_{i=1}^{n} |L_i|$. As selecting top-$k$ objects requires $O(n)$ time (the problem of finding top-$k$ elements in an $n$-array can be solved linearly using the PICK algorithm [26]), the total time complexity of task assignment problem is $O(m)$.

### 6.7 Experiments

In this section, we evaluate Comet on both real-world datasets and simulated data. We perform experiments on two crowdsourcing platforms and examine the effectiveness and efficiency of Comet. We also evaluate the scalability of Comet on simulated data. Comet is implemented in Python 2.7 and evaluated on a machine with 8GB memory with Ubuntu OS.

#### 6.7.1 Settings

**Two Real-World Datasets**

**Image Tagging.** Core15k dataset [58] contains 5000 images, tagged with 260 labels in all. We select 300 images with the most labels, and 20 labels that are most frequently tagged: \{water, sky, tree, people, grass, building, mountain, snow, flower, cloud, rock, stone, street, plane, bear, field, sand, bird, beach, boat\}. We generate 300 tasks, where each task contains an image and 20 labels.

**Email Tagging.** Enron dataset [106] contains 1700 emails, tagged with 53 labels in all. For better human readability, we filter the emails whose size is $>1$KB. In the remaining 837 ones, we select 300 emails with the most labels, and 20 labels that are most frequently tagged: \{forwarded email, arrangement, company business&strategy, new text&forwarded material, attachment, personal context, document checking, employment arrangement, secret message, internal project,
California energy crisis, regulation, internal company operation, political influence, purely personal, point to url, alliance, internal company policy, empty message, current company image}. We generate 300 tasks, where each task contains an email (with contents in it) and 20 labels.

Two Crowdsourcing Platforms

**ChinaCrowd [3]**. ChinaCrowd is an emerging Chinese crowdsourcing platform, whose workers are mostly Chinese people. We perform experiments on it without quality control (i.e., no QC).

**Amazon Mechanical Turk (AMT) [1]**. AMT is a famous crowdsourcing platform. When a worker finishes a task, the task requester can give feedback to the platform on whether or not the worker’s answer is approved. AMT provides each worker’s historical approval rate (for past tasks) to help task requester do Quality Control. Thus we perform experiments on AMT with quality control (i.e., with QC), by setting that a worker is qualified to answer our tasks only if the worker’s historical approval rate is $\geq 70\%$.

Collecting Workers’ Answers

We publish two datasets, i.e., image tagging and email tagging (the ground truth of the two datasets are known for evaluation purposes) on the above two platforms, so there are 4 experiments in total, where each one corresponds to a dataset on a platform. In each experiment, we assign each task to 5 workers, and pay $0.01 for a worker upon answering a task. Thus for each experiment, we pay $300 \times 5 \times 0.01 = $15 for workers. After all experiments are accomplished, we collect 4 datasets of workers’ answers.

We summarize the dataset statistics in Table 6.8, where we record the dataset, the platform, whether or not there is quality control (QC), #tasks, #collected answers, the total cost and #workers participated for each experi-
Table 6.8: The Statistics of Datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Image Tagging</th>
<th>Email Tagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>QC</td>
<td>with QC</td>
<td>with QC</td>
</tr>
<tr>
<td>#tasks</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>#answers</td>
<td>300×5</td>
<td>300×5</td>
</tr>
<tr>
<td>cost</td>
<td>$15</td>
<td>$15</td>
</tr>
<tr>
<td>#workers</td>
<td>62</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 6.8: The Statistics of Datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Image Tagging</th>
<th>Email Tagging</th>
</tr>
</thead>
<tbody>
<tr>
<td>QC</td>
<td>no QC</td>
<td>no QC</td>
</tr>
<tr>
<td>#tasks</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>#answers</td>
<td>300×5</td>
<td>300×5</td>
</tr>
<tr>
<td>cost</td>
<td>$15</td>
<td>$15</td>
</tr>
<tr>
<td>#workers</td>
<td>60</td>
<td>9</td>
</tr>
</tbody>
</table>

ment. Note that AMT [1] has more workers participating in tasks than ChinaCrowd [3], and this is reasonable as ChinaCrowd [3] is a new platform, while AMT has a lot more active workers.

Comparisons

Existing works [33, 92, 127, 141, 149, 222] model a worker differently. For each worker model, we select one representative:

**Majority Vote (MV) [33,141].** It does not model a worker and treat each worker equally. Given the collected 5 votes for a pair, it decides to return Y/N that attains more votes (or ≥ 3 votes).

**CDAS [127].** It uses Accuracy to model a worker, which is also used in [48, 211]. CDAS [127] leverages workers’ answers for tasks to infer each worker’s Accuracy.

**DS [47,92]:** It uses both TNR and Recall to model a worker, which is also used in [149,222]. DS [92] takes workers’ answers as input, and iteratively infer all workers’ models.

**Comet:** Our method with no label correlations.

**Comet+:** Our method that considers label correlations. We use a small set of training data, i.e., the ground truth of 5% tasks in the original dataset to derive \( M(\cdot) \). For two labels \( a \) and \( b \), the output \( M(a,b) \) is the conditional probability that label \( b \) is correct given that label \( a \) is correct for an object. To get
\[ M(\text{sun, sky}) \], for instance, we calculate the fraction of images having both labels \text{sun} and \text{sky}, over those that have \text{sun}.

**Metrics**

We use different metrics to evaluate the effectiveness and efficiency when comparing different methods.

**Effectiveness.** We use three metrics \textit{Precision}, \textit{Recall}, and \textit{F-score} to measure the quality of a method. Note that many existing works [92, 127, 149] use \textit{Accuracy} to evaluate the quality of a method. However, it does not fit to the multi-label setting, because the number of incorrect labels is much higher than the correct labels. In this case, the harmonic-mean of \textit{Precision} and \textit{Recall}, i.e., \textit{F-score}, is used [192, 195, 199, 222] to measure a method’s quality:

\[
\text{F-score} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}.
\]

**Efficiency.** We adopt the execution time.

6.7.2 Observing Workers’ Real Qualities

In order to observe workers’ real qualities in practice, we leverage the ground truth and use workers’ answers for each dataset to compute each worker’s real quality under different models. In Figure 6.4, each graph corresponds to the workers’ real qualities in one dataset. Generally speaking, there are three ways to model a worker: (a) \textit{Accuracy} [48, 127, 211], (b) TNR+Recall [92, 149, 222], and (c) Precision+Recall (our model). So in each graph, we draw three points for a worker, whose coordinates \((x, y)\) are respectively \((\text{Precision, Recall})\) in a ‘\(\times\)’, \((\text{TNR, Recall})\) in a ‘\(\Box\)’ and \((\text{Accuracy, Accuracy})\) in a ‘\(\circ\)’. For example, Figure 6.4(a) shows workers’ real qualities in image tagging collected from ChinaCrowd [3] (no QC). There are 10 workers that participate in tasks, and each worker corresponds to 3 points in the graph, where each point corresponds to one of the worker’s model. From Figure 6.4 we can observe that \textit{Accuracy} and TNR are all very high for workers, even for workers
Figure 6.4: Observing Workers’ Real Qualities on Collected Datasets.

with no QC: in the 4 graphs, ‘⊙’s are located in the top right diagonal, and ‘□’ are located in the very right part of x-axis. Particularly, in Section 6.3, we have shown Figure 6.3, which draws the histograms of all 141 workers’ qualities in the 4 datasets, and the same observations can be derived. Moreover, under our model (i.e., Precision, Recall), workers’ models vary in different settings. As can be seen, generally workers in Figure 6.4(a) are of high Precision, low Recall; in Figure 6.4(b) are of high Precision, high Recall; in Figure 6.4(c) are of low Precision, low Recall; in Figure 6.4(d) are of mediate Precision, low Recall. On one hand, this verifies the need to model a worker using Precision and Recall, as it can capture different variants of workers; on the other hand, it also brings out the challenges to achieve better results under various workers, which will be shown next.
6.7.3 Truth Inference

For the Truth Inference Problem, we compare our proposed methods (Comet, Comet+) with three state-of-the-art methods (MV, CDAS, DS). We first evaluate how to set parameters, and then show the comparisons of different methods on all collected datasets.

Parameter Settings

We evaluate the parameters in our iterative method, i.e., initialization, convergence (Section 6.4) and label correlations (Section 6.5).

Initialization. Figure 6.5(a) shows the quality for different initializations on all datasets. To be specific, for each worker $w \in \mathcal{W}$, we initialize $p_w = r_w = d$.
and vary $d \in [0,1]$ in each dataset. We run enough (50) rounds to ensure it converges, and compute $F$-score for different $d$. It can be seen in Figure 6.5(a) that all datasets reach its highest quality if the worker is initialized as a decent worker, i.e., $d \geq 0.6$. So we initialize each worker $w \in W$ as $p_w = r_w = 0.7$.

**Convergence.** In Figures 6.5(b)(c), we study the number of iterations to converge. We identify convergence if the change of parameters (all truth and worker models) between subsequent iteration is below some predefined threshold $\epsilon$. For the $c$-th iteration, we denote the computed truth as $q_{i,j}^{(c)}$ and worker $w$’s model as $p_{w}^{(c)}, r_{w}^{(c)}$. Then the parameter change for iteration $c$ and $c - 1$ is denoted as $\tau(c)$, i.e., the sum of average differences in truth and workers’ models:

$$
\tau(c) = \frac{\sum_{i,j} |q_{i,j}^{(c)} - q_{i,j}^{(c-1)}|}{\sum_{i=1}^{n} |L_i|} + \frac{\sum_{w} (|p_{w}^{(c)} - p_{w}^{(c-1)}| + |r_{w}^{(c)} - r_{w}^{(c-1)}|)}{|W|}.
$$

We vary $c \in [2,50]$ and compute $\tau(c)$ for all datasets in Figure 6.5(b), which shows that $\tau(c)$ becomes much smaller as $c$ increases. Especially, for all datasets, we have $\tau(c) \leq 10^{-3}$ as $c \geq 20$. Take a further step, in Figure 6.5(c) we show the quality (F-score) based on the computed truth in each iteration, which can be seen that the quality improves with the increasing $c$. In particular, the quality achieves highest and remains stable for different datasets as $c \geq 20$. Thus it is quick to converge ($\leq 20$ iterations).

**Label Correlations.** In Figure 6.5(d), we observe the effect of varying label correlation parameter $\alpha$ in Equation 6.7. $\alpha \in [0,1]$ measures the impact of $S_{i,j}$ (itself) and related labels. A larger $\alpha$ means more impact on $S_{i,j}$ and a smaller $\alpha$ means more impact on related labels. We vary $\alpha \in [0,1]$ and observe the quality of all datasets in Figure 6.5(d). It can be seen that either $\alpha$ close to 1 or 0 results in a smaller quality, as it is not wise to totally agree with $S_{i,j}$ or related labels. We observe that the quality achieves highest as $\alpha \in [0.6,0.7]$ for all datasets, which gives $S_{i,j}$ more impact, but at the same time considers related labels. Thus we
choose the parameter \( \alpha \) as 0.7.

Comparisons

Effectiveness. Figure 6.6 shows both one-sided quality (Precision and Recall) and two-sided quality (F-score) for all 4 datasets. We can observe that (1) our proposed approaches perform much better on datasets with no QC, where Comet and Comet+ lead other competitors for more than 20%. As can be seen from Figures 6.6(a)(c), MV, CDAS and DS attain much higher Precision compared with Recall, resulting in low F-score. The reason is that low-quality workers still have high Accuracy and TNR, thus the methods will highly trust a poor worker’s N vote for a pair, and the label will be selected by the methods only if multiple Y votes are given to the pair, resulting in the limited number of selected labels.
However, Comet can learn workers’ diverse characteristics and make reasonable decisions, resulting in a high F-score (with balanced Precision and Recall).

(2) For datasets with QC, Comet (Comet+) can also outperform state-of-the-arts on email tagging dataset. Even in the case that workers are of high qualities, especially for image tagging (can be seen in Figure 6.4(b)), we can still have marginal improvement. (3) By considering label correlations, Comet+ improves Comet a lot on email tagging. However, there is not much improvement on image tagging. The reason is that labeling an image is much easier. Based on the ground truth, we further analyze image tagging, finding that most of the strong label correlations are caught by the results of Comet (computed purely based on workers’ answers), and there are only < 20 pairs that can be further benefited by considering $\mathcal{M}(\cdot)$, resulting in Comet+’s limited improvement. However, email tagging tasks are more difficult for workers and most of the label correlations are not caught by Comet (e.g., the high value of $\mathcal{M}(\cdot)$ on ‘California energy crisis’ and ‘company business&strategy’). Similarly, we analyze the results of Comet on email tagging, finding that there are > 200 pairs that can be further benefited by considering $\mathcal{M}(\cdot)$, thus Comet+ can improve a lot in quality compared with Comet.

**Efficiency.** We compare the execution time in Figure 6.7. Given that truth inference can be addressed off-line, we can observe that all methods are efficient. To be specific, they all can be finished within 1.5s. MV and CDAS are more efficient as they do not need many computations; DS and Comet adopt iterative approaches which require more computations; Comet+ considers label correlations in the iterative approach, which is the least efficient. We will evaluate the scalability of Comet+ on simulated data.

### 6.7.4 Task Assignment

We evaluate the effectiveness and efficiency of Comet’s task assignment (Section 6.6). As existing works [27,127,222] that study task assignment focuses
on single-label tasks, and they are not straightforward to extend to multi-label tasks. Thus we compare with two baseline assignment strategies for multi-label tasks. (1) Random: it randomly selects $k$ tasks; (2) Least-First: it selects $k$ tasks that have been assigned least times.

We use two datasets (image tagging and email tagging) and perform experiments on AMT [1] with quality control as specified in Section 6.7.1. For each dataset, we pay $0.01 for a worker upon answering a task, and we set the total budget as $9. That is, each dataset can collect 900 answers (i.e., $900 \times 20$ votes) from workers. When a worker comes, we select $k = 3$ tasks and batch them in a HIT for the coming worker. To control the effect of workers, for one dataset, we perform 3 experiments on AMT in parallel, where each one uses a specific
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assignment strategy.

Effectiveness. We compare the effectiveness of different assignment strategies in Figure 6.8. For a fair comparison, we use Comet’s truth inference method for all assignment strategies. For each dataset, we compute the quality as the budget (denoted as $B$) is varied from $0$ to $9$. It can be seen that Comet outperforms both Least-First and Random. We can also observe in Figures 6.8(a)(b) that Least-First and Comet perform nearly the same in the beginning ($B \in [0, 3]$), and the reason is that at first the two algorithms will typically assign all 300 tasks in the dataset to workers. However, Random performs bad in the beginning, as it chooses tasks randomly, which may select some tasks multiple times while leaving a few tasks not selected. As $B$ increases, Comet can measure the reduction in uncertainty when selecting tasks, thus gradually outperforming other competitors. We can also see that when the budget is consumed (i.e., $B = 9$), Comet leads more than 5% compared with the best of other competitors, and the quality comparison result can be generally summarized as follows: Comet $>$ Least-First $>$ Random.

Efficiency. We also test the task assignment efficiency for three strategies. For each dataset, we record the worst-case assignment time in all its assignments. In our results, we find that the assignment process of all the methods can be finished within 0.03s. Comet is the least efficient, as it computes the uncertainty reduction for each task, and chooses $k$ tasks with the highest reduction in uncertainty; Least-First needs to decide the tasks that are answered with the least times, which is more expensive than Random.

6.7.5 Scalability on Simulated Data

We evaluate the scalability of truth inference and task assignment on simulated data. For statistical significance, we repeat each experiment for 1000 times and record the average time.
Truth Inference. In Figure 6.9(a), we evaluate the scalability of Comet’s truth inference method (Algorithm 12). We generate \( n \) tasks, where each \( |L_i| = 20 \). We then generate \( |W| \) workers, where each task is assigned to 5 randomly selected workers (from \( W \)), and workers’ answers are randomly generated. We vary \( n \in [0, 10^4], |W| \in \{10, 100, 500\} \) and run truth inference on randomly generated workers’ answers. It can be seen from Figure 6.9(a) that (1) for a fixed \( |W| \), the time linearly increases with \( n \); when \( n \) is big enough (e.g., \( 10^4 \)), the time is within 70s, which is efficient (as the truth inference can be done off-line). (2) For a fixed \( n \), the time does not change with varying \( |W| \). It may contradict to the complexity, i.e., \( O(c \cdot |W| \cdot \sum_{i=1}^n |L_i|) \). However, it is an upper bound, and we make further analysis to explain it: for a fixed budget, a larger \( |W| \) means the participation of more workers, thus the average number of tasks a worker has answered is smaller, leading to the fact the computation for each worker is smaller. This may explain why the time is invariant with \( |W| \) in practice.

Task Assignment. In Figure 6.9(b), we evaluate the scalability of Comet’s assignment strategy (Section 6.6). We generate \( n \) tasks, where each \( |L_i| = 20 \). Then we randomly generate each \( q_{i,j} \in [0,1] \), and randomly generate the coming worker \( w \)’s quality \( p_w \in [0,1], r_w \in [0,1] \). We vary \( n \in [0, 10^4], k \in \{10, 50, 100\} \), and run Comet to assign \( k \) tasks for worker \( w \), and record the time. It can be observed in Figure 6.9(b) that (1) for a fixed \( k \), the time linearly increases with \( n \), corresponding to the complexity \( O(\sum_{i=1}^n |L_i|) \); (2) for a fixed \( n \), the time does not change if \( k \) varies, because after we compute the uncertainty reduction of each object, we can use the PICK algorithm [26] to select top-\( k \) objects, which is invariant with \( k \).

6.8 Related Works

Since we have reviewed most of the related works of crowdsourcing in Chapter 2, this section only highlights the part related to multi-label tasks.
In machine-learning field, multi-label tasks have been widely studied [24, 210, 213] and applied to many applications, e.g., text categorization [42], bioinformatics [22]. They take features of objects as input, and train a classifier based on the training data. Different from them, we address it in crowdsourcing, i.e., the truth is inferred based on workers’ answers. Furthermore, the label correlations provided by [24,210,213] can better facilitate our truth inference. In crowdsourcing, multi-label tasks are addressed [149,222] based on transforming each task to many independent single-label tasks, which will incur more latency and budget [51]. Although some recent works [56,145,147,149,198] focus on publishing multi-label tasks to crowdsourcing platforms, however, this problem is not well addressed and different characteristics of workers are not well captured. Our worker model can better capture a worker’s quality in answering multi-label tasks. We also consider label correlations and online task assignment. Note that there are also some other crowdsourcing works [29,39,51,89] on multi-label tasks, but with different objectives, e.g., [29,39] study how to build a taxonomy tree for an item, and [89] addresses to label POI (points of interest) in spatial crowdsourcing.
6.9 Chapter Summary

In this chapter, we focus on image tagging application, and generalize to the study of multi-label tasks. To be specific, we examine two fundamental problems about multi-label tasks: Truth Inference Problem and Task Assignment Problem. In the first problem, we model a worker as Precision and Recall, and develop an iterative approach that captures the relations between truth and workers’ qualities. We further incorporate label correlations in computing the truth. In the second problem, when a worker comes, we select the tasks whose uncertainty can be reduced the most for the worker. We perform experiments both on real-world datasets and simulated data, verifying that our proposed approaches are robust, outperforming existing methods with various workers, and also scalable to large datasets.

In future work, we plan to study the following directions: (1) we will study different User Interfaces (UIs) of multi-label tasks, and the relations among the number of labels, quality, and latency, etc; (2) we will also consider the frequency and importance of labels, e.g., the TF-IDF frequency of labels selected by workers, and also the preference of labels indicated by requests; (3) in our experiments, we assume that a small sample of data with ground truth are known in advance, which are used to obtain the correlation matrix; thus it will be an interesting future work to study the case if no ground truth is known in advance. (4) in image tagging application, each task and the candidate labels may be related to different domains, thus we will see whether capturing the domain information (will be discussed in the next chapter) can benefit such application.

In next chapter, we will study how to apply the techniques in task assignment and truth inference to another application, i.e., question answering application. To be specific, the tasks are of diverse domains and workers have diverse qualities over various domains. Thus it is of utter importance and also challenging to consider the domain aware worker model and task model to the design of task assignment and truth inference components.
Chapter 7

A Domain-Aware Task Crowdsourcing System

7.1 Introduction

To tackle complex tasks that are hard for computers (e.g., entity resolution [192, 199] and sentiment analysis [127, 222]), many crowdsourcing platforms (e.g., Amazon Mechanical Turk (AMT) [1] and CrowdFlower [5]) have been recently deployed. These platforms allow tasks to be performed by a huge number of Internet users (or workers) with different backgrounds. The increase in the importance of crowdsourcing has attracted a lot of research attention [27, 47, 48, 63, 70, 88, 89, 116, 214, 219, 222].

However, workers may yield low quality and a core problem in crowdsourcing is to infer high-quality results from the workers’ answers. Different workers may have diverse qualities, and it is important to accurately model a worker’s quality. An effective worker model can benefit many important problems in crowdsourcing and we examine three crucial aspects addressed in existing works [27, 47, 48, 63, 70, 131, 219, 222] that help to infer high-quality results:
• **Worker Model:** How to represent the quality of a worker that effectively reflects her skills? Existing works simply treat it as a real value [48, 70, 219] or a matrix [47, 222].

• **Truth Inference:** How to obtain the true answer (called *truth*) of a task? To improve the quality, a task may be performed by one or more workers, and thus an important issue is to infer the truth through aggregating workers’ answers [47, 48, 63, 131].

• **Task Assignment:** How to assign a task to appropriate workers? As pointed out by [27, 63, 222], this is often done based on worker model, which reflects her performance statistics shown in her previous tasks. Note that the assignment latency is crucial and *online* task assignment is required to achieve instant assignment.

A common drawback of existing solutions (e.g., solutions in Chapters 3-5) is that they often overlook the worker’s ability in different aspects (or *domains*). As a matter of fact, in specific applications, e.g., question answering, workers may have a variety of expertise, skills, and cultural backgrounds; tasks may also be related to different domains, which we call *domain-aware tasks*. Let us consider two workers (*A*, an NBA fan, and *B*, a frequent moviegoer) and two tasks $t_1$ and $t_2$ (which ask workers to select labels of two photos about Stephen Curry and Leonardo DiCaprio, respectively). Intuitively, *A* should do better than *B* in the *sports* domain, while *B* is a better candidate than *A* in doing tasks related to *films*. Thus, $t_1$ and $t_2$ should be assigned to *A* and *B* respectively. However, existing works often neglect the domain information (e.g., the qualities of *A* and *B* are modeled as the same values for different tasks [48, 70, 219]).

The issues of incorporating domain knowledge in the crowdsourcing process have only been recently studied [63, 131], where each worker has diverse qualities on different domains. These solutions, while promising, still have room for improvement:
• **Worker Model:** [63] examines the issues of inferring domains of workers and tasks. The solution relies on the text descriptions of tasks – tasks with large text similarity have a higher chance to be classified into the same domain. However, this solution can result in wrong domain classification. For example, the two tasks “Is Stephen Curry a PF?” and “Has Golden State Warriors ever won championships?” may not be similar (e.g., in terms of Jaccard similarity), yet they are in the sports domain. On the other hand, tasks “Compare the height of Stephen Curry and Kobe Bryant.” and “Compare the height of Mount Everest and K2.” may have a high text similarity, but they are in different domains (i.e., sports and mountains, respectively). In [131], machine-learning techniques are used to compute latent domains of tasks. However, due to the lack of semantics, these latent domains are hard to interpret, making it difficult to profile and understand a worker’s ability.

• **Truth Inference:** In [63, 131], the problem of using domain information to infer truth has been studied. Typically they exploit a worker’s diverse qualities on different domains, and then for a task, it will trust a worker’s answer if the worker has high qualities on the domains in that task. However, the workers’ qualities are either inaccurately estimated [131], or incorrectly leveraged to compute each task’s truth [63]. For example, [131] estimates each task’s latent domains and each worker’s quality for those latent domains together, thus the estimation of worker’s quality is highly affected by the inaccurate estimation of task’s domains; [63] uses the weighted majority voting to infer each task’s truth, which is easy to be misled by the answers given by multiple low-quality workers.

• **Task Assignment:** The only work that uses domain information in task assignment is [63]. However, it adopts a fairly simple task assignment method, in which each task is assigned to the same number of workers, and the difficulty level of a task is not considered. Moreover, it assigns tasks to a worker such that the worker has the highest qualities to accomplish, which omits the fact the
assigned tasks may have already obtained confident and consistent answers.

Hence, there is a need of investigating how to make the best use of domain information in the crowdsourcing process. Our goal is to study an effective method of utilizing domain information to enhance the effectiveness of the three steps above. The main idea is to consult an existing knowledge base (or KB), such as Wikipedia [201] and Freebase [71] for obtaining domain information. These KBs are often associated with a large number of categories/topics information, organized in a systematic and hierarchical manner. For example, Freebase [71] contains over 57M concepts, encoded by 3G facts. We have developed a Domain-Aware Crowdsourcing System, called DOCS, which taps into this large pool of information, learning the domains of workers and tasks more explicitly.

Figure 7.1 shows the architecture of DOCS, which contains three main modules: Domain Vector Estimation (DVE), Truth Inference (TI) and Online Task Assignment (OTA). A requester (who publishes tasks) can specify a set of tasks (with text descriptions) and a budget in DOCS. Then DOCS interacts with knowledge bases and crowdsourcing platforms, respectively. Finally after consuming the budget, the inferred truth for all tasks are returned to the requester. Next, we show how the three modules in DOCS work upon receiving a requester’s tasks.

- DVE. This module is responsible for estimating the related domains of each task, based on the domain information in a KB. Specifically, an “entity-linking” algorithm [168] can be used, which extracts entities from the text description of each task. A domain vector is then computed for these entities, in order to capture how likely a task belongs to each domain mentioned in a KB.

After computing each task’s domain vector, the tasks are published to crowdsourcing platforms (e.g., AMT [1]). By interacting with the crowd workers, in general, DOCS needs to handle two types of requests from workers: (1) a worker accomplishes tasks and submits answers; (2) a worker comes and re-
quests tasks.

- **TI.** When a worker accomplishes tasks and submits answers, the module first stores the worker’s answers into database and then infers each task’s truth and each worker’s model based on two principles: (1) a worker’s answer is trusted, if she is a domain expert on her submitted tasks; and (2) a worker is a domain expert if she often correctly answers tasks related to that domain.

- **OTA.** When a worker comes and requests new tasks, this module assigns tasks to her. A poor assignment may not only waste budget and time, but also hurt the quality of inference results which depend on workers’ answers. To judiciously assign tasks, the module makes decisions based on three factors: (1) the worker’s quality, (2) the domain vectors of tasks, and (3) how confident each task’s truth can be inferred from previously received answers. Intuitively, we assign a task to the worker if the task’s domains are the worker’s expertise and its truth cannot be confidently inferred. The assignment is done online, i.e., tasks will be assigned to the worker instantly.
However, designing the three modules above is not straightforward. We technically address the above challenges as follows:

For **DVE**, although we can extract entities from a task based on existing entity linking algorithm [168], ambiguities exist when we link each extracted entity to real-world concepts (e.g., pages in Wikipedia). For example, the entity *Michael Jordan* can either refer to the famous basketball player ([https://en.wikipedia.org/wiki/Michael_Jordan](https://en.wikipedia.org/wiki/Michael_Jordan)), or the computer scientist ([https://en.wikipedia.org/wiki/Michael_I._Jordan](https://en.wikipedia.org/wiki/Michael_I._Jordan)) in Wikipedia. Suppose there are *u* entities in a task, and each entity can be linked to 3 concepts, then there are $3^u$ possible linkings from the entities to concepts, which is exponential. Thus deriving a domain vector for a task in a straightforward way involves aggregating an exponential number of such linkings. We propose an algorithm that can reduce the complexity from exponential to polynomial (Section 7.3).

For **TI**, it is challenging to infer each task’s truth correctly, as it highly depends on workers’ qualities (which are unknown). Intuitively, we exploit the inherent relations between workers’ qualities and tasks’ truth, and finally devise an iterative approach that collectively infers those parameters. We also study how to maintain each worker’s quality in the long run and devise update policies for the incremental inference algorithms (Section 7.4).

Finally, for the **OTA** module, we have studied how to use the three factors above (that affect task assignment), in order to estimate the benefit of assigning each task to the worker, by considering if the task is answered by the worker; then we assign a set of *k* tasks that attain the highest benefits. There are several challenges. (1) How to define the benefit function? (2) How to estimate the answer given by the worker? (3) Typically for better user interaction, a set of *k* tasks (e.g., $k = 20$ in [195, 222]) will be batched together and assigned to the worker. To select the optimal *k* tasks out of all (say, *n*) tasks, there are $\binom{n}{k}$ possible combinations that have to be considered, then how to efficiently compute the optimal assignment? We have developed an optimal and linear algorithm to
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support this complex assignment process (Section 7.5).

To summarize, our main goal is to study the impact of using domain knowledge in the crowdsourcing process. We further examine how to use a knowledge base (KB) to realize this goal. We examine how to use a KB effectively and efficiently in the three key procedures of crowdsourcing, namely, (1) domain vector estimation (DVE), (2) truth inference (TI), and (3) online task assignment (OTA). To our understanding, no previous work has examined the use of domain knowledge in such a comprehensive manner. We present a simple architecture to integrate these processes, and our extensive experiments show that our solution outperforms state-of-the-art methods, i.e., [27, 47, 48, 63, 131, 222].

7.2 Data Model

Definition 7.1 (Domain). Let \( \mathcal{D} = \{d_1, d_2, \ldots, d_m\} \) denote the domain set with \( |\mathcal{D}| = m \) domains.

An example domain set is \( \mathcal{D} = \{\text{politics, sports, films}\} \). The domain set is used to interpret tasks and profile workers, which can be obtained by existing knowledge bases or question answering systems, e.g., main topics in Wikipedia [201], domains in Freebase [71], or categories in Yahoo Answers [204]. The reason for using general topics is that they can interpret a task and profile a worker in a fine-grained manner. We record the worker’s familiar domains, which can be further used when the same worker comes in the future.

Definition 7.2 (Task, Domain Vector). A requester publishes \( n \) tasks, denoted as \( \mathcal{T} = \{t_1, t_2, \ldots, t_n\} \). Each task \( t_i \in \mathcal{T} \) has a text description, followed by \( \ell_i \) possible choices. Each task \( t_i \) is modeled as a domain vector \( \mathbf{r}^i = [r^i_1, r^i_2, \ldots, r^i_m] \), where each \( r^i_k \in [0, 1] \) (\( 1 \leq k \leq m \)) and \( \sum_{k=1}^{m} r^i_k = 1 \). The domain vector \( \mathbf{r}^i \) represents the distribution that task \( t_i \) is related to each domain in \( \mathcal{D} \). A higher value of \( r^i_k \) means that task \( t_i \) is more related to domain \( d_k \).

In this chapter, we focus on multiple-choice tasks. Now let us consider a task \( t_1 \): “Did Michael Jordan win more NBA championships than Kobe Bryant?”, and
Table 7.1: Workers’ Qualities and Answers for Task \( t_1 \).

<table>
<thead>
<tr>
<th>Worker</th>
<th>Worker’s Quality</th>
<th>Worker’s Answer for Task ( t_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( w_1 )</td>
<td>( q^{w_1} = [0.3, 0.9, 0.6] )</td>
<td>( v^{w_1}_1 = 1 ) (‘yes’)</td>
</tr>
<tr>
<td>( w_2 )</td>
<td>( q^{w_2} = [0.9, 0.6, 0.3] )</td>
<td>( v^{w_2}_1 = 2 ) (‘no’)</td>
</tr>
<tr>
<td>( w_3 )</td>
<td>( q^{w_3} = [0.6, 0.3, 0.9] )</td>
<td>( v^{w_3}_1 = 2 ) (‘no’)</td>
</tr>
</tbody>
</table>

the same \( D \) as above. The task has \( \ell_{t_1} = 2 \) choices: \{yes, no\}. From the text description we know that the task is related to domains sports and films in \( D \) (note that Michael Jordan starred in the film “Space Jam” in 1996), and it is more relevant with sports, thus a reasonable domain vector for \( t_1 \) is \( r^{t_1} = [0, 0.78, 0.22] \) (we will show how to compute it in Section 7.3). We use bold font to represent a vector (e.g., \( r^{t_1} \)) and the symbol \(|·|\) to get the size of a vector or set (e.g., \(|r^{t_1}| = |D| = m\).

**Definition 7.3 (Worker, Quality Vector).** Let \( W \) denote the worker set. Each worker \( w \in W \) is modeled as a quality vector \( q^w = [q^w_1, q^w_2, \ldots, q^w_m] \), where each \( q^w_k \in [0, 1] \) indicates the expertise (accuracy) of worker \( w \) in answering tasks in domain \( d_k \) \((1 \leq k \leq m)\). A higher value \( q^w_k \) means that worker \( w \) has more expertise on domain \( d_k \).

Considering the same \( D \) above, if worker \( w \) is an enthusiastic sports-fan and movie-goer, while pays no attention to politics, then a proper quality vector for \( w \) is \( q^w = [0.3, 0.8, 0.8] \). Note that a worker can be an expert in multiple domains.

**Definition 7.4 (Answer, Truth).** Workers can come to the DOCS and answer tasks. Let \( \ell_{t_i} \) denote the number of possible answers for task \( t_i \), and \( v^w_i \) denote the answer given by worker \( w \) for task \( t_i \), i.e., \( 1 \leq v^w_i \leq \ell_{t_i} \). We assume that a worker can answer a task at most once. Each task \( t_i \) has a (ground) truth, or true answer, denoted as \( v^*_i \) \((1 \leq v^*_i \leq \ell_{t_i})\).

For the above example task \( t_1 \) and \( \ell_{t_1} = 2 \), suppose three workers (\( w_1 \), \( w_2 \) and \( w_3 \)) give their answers in Table 7.1: \( v^{w_1}_1 = 1 \) (yes), and \( v^{w_2}_1 = v^{w_3}_1 = 2 \) (no). The truth of \( t_1 \) is \( v^*_1 = 1 \) (as Michael won 6 championships while Kobe won 5). Note that the truth \( v^*_1 \) is unknown to us and we infer \( v^*_1 \) based on workers’ answers.
Table 7.2 summarizes the notations used in the chapter.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>domains and tasks</strong></td>
<td></td>
</tr>
<tr>
<td>( m )</td>
<td>the number of domains ((m = 26) in DOCS)</td>
</tr>
<tr>
<td>( d_i )</td>
<td>the ( i )-th domain ((1 \leq i \leq m), ( \mathcal{D} = {d_1, d_2, \ldots, d_m} )</td>
</tr>
<tr>
<td>( t_i )</td>
<td>the ( i )-th task ((1 \leq i \leq n), ( \mathcal{T} = {t_1, t_2, \ldots, t_n} )</td>
</tr>
<tr>
<td>( r_{ti} )</td>
<td>domain vector for task ( t_i \in \mathcal{T} ), ( r_{ti} = [r_{ti1}, r_{ti2}, \ldots, r_{tim}] )</td>
</tr>
<tr>
<td><strong>entities and concepts (w.r.t. each entity) for a task</strong></td>
<td></td>
</tr>
<tr>
<td>( e_i )</td>
<td>the ( i )-th entity for a task ( t ), and ( \mathcal{E}<em>t = {e_1, e_2, \ldots, e</em>{</td>
</tr>
<tr>
<td>( c )</td>
<td>( c = \max_{1 \leq i \leq</td>
</tr>
<tr>
<td>( \mathcal{P}_i )</td>
<td>the distribution of concepts for entity ( e_i ), ((1 \leq i \leq</td>
</tr>
<tr>
<td>( h_{i,j} )</td>
<td>the indicator concept vector (size ( m )) for ( j )-th concept in ( e_i )</td>
</tr>
<tr>
<td><strong>workers, answers, and truth</strong></td>
<td></td>
</tr>
<tr>
<td>( W )</td>
<td>the set of workers, where each worker ( w \in \mathcal{W} )</td>
</tr>
<tr>
<td>( q^w )</td>
<td>worker ( w )'s quality vector, ( q^w = [q^w_1, q^w_2, \ldots, q^w_m] )</td>
</tr>
<tr>
<td>( v^w_i )</td>
<td>worker ( w )'s answer for task ( t_i ), and ( 1 \leq v^w_i \leq \ell_{ti} )</td>
</tr>
<tr>
<td>( \mathcal{V}^{(i)} )</td>
<td>the set of workers' answers for task ( t_i ), i.e., ( \mathcal{V}^{(i)} = {v^w_i} )</td>
</tr>
<tr>
<td>( \mathcal{T}^{(w)} )</td>
<td>the set of tasks answered by worker ( w ), i.e., ( \mathcal{T}^{(w)} = {t_i} )</td>
</tr>
<tr>
<td>( v^*_i )</td>
<td>truth for task ( t_i ) ((1 \leq i \leq n)) and ( 1 \leq v^*<em>i \leq \ell</em>{ti} )</td>
</tr>
</tbody>
</table>

### 7.3 Domain Vector Estimation

We propose a two-step framework to compute \( r^{ti} \) for task \( t \).

**Step 1: Extracting Entities, Concepts, and Indicator Vectors.** Based on the advances in information retrieval [38, 159, 168, 178], we can leverage existing "entity linking" techniques [168] to detect entities in a task. Each detected entity can be linked to a set of possible concepts, which forms a probability distribution where each concept is associated with a probability that indicates the link from entity to concept is correct (by considering the semantic meanings in the text). For each concept, we can then use the hierarchical structure of a knowledge base to compute an indicator vector, expressing the domains in \( \mathcal{D} \) that are
Table 7.3: The Information Generated for Task $t$.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Concept (Page in Wikipedia)</th>
<th>Prob.</th>
<th>Indicator Vector</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$: Michael Jordan</td>
<td>Michael_Jordan</td>
<td>$p_{1,1} = 0.7$</td>
<td>$h_{1,1} = [0, 1, 1]$</td>
</tr>
<tr>
<td></td>
<td>Michael_L_Jordan</td>
<td>$p_{1,2} = 0.2$</td>
<td>$h_{1,2} = [0, 0, 1]$</td>
</tr>
<tr>
<td></td>
<td>Michael_B_Jordan</td>
<td>$p_{1,3} = 0.1$</td>
<td>$h_{1,3} = [0, 0, 1]$</td>
</tr>
<tr>
<td>$e_2$: NBA</td>
<td>National_Basketball_Association</td>
<td>$p_{2,1} = 0.8$</td>
<td>$h_{2,1} = [0, 1, 0]$</td>
</tr>
<tr>
<td></td>
<td>National_Bar_Association</td>
<td>$p_{2,2} = 0.2$</td>
<td>$h_{2,2} = [0, 0, 0]$</td>
</tr>
<tr>
<td>$e_3$: Kobe Bryant</td>
<td>Kobe_Bryant</td>
<td>$p_{3,1} = 1.0$</td>
<td>$h_{3,1} = [0, 1, 0]$</td>
</tr>
</tbody>
</table>

Note: the concept can be redirected to the corresponding Wikipedia page by adding the prefix “https://en.wikipedia.org/wiki/”. For example, “Michael Jordan” corresponds to the url “https://en.wikipedia.org/wiki/Michael_Jordan”.

related to the concept.

We use the task $t_1$ (denoted as $t$ in this section) and $D$ in Section 7.2 as an example. Table 7.3 shows the generated information. We denote $E_t = \{e_1, e_2, \ldots, e_{|E_t|}\}$ as the set of detected entities for task $t$, e.g., $|E_t| = 3$ and $e_1 = Michael Jordan$. For an entity $e_i \in E_t$, the distribution of all its possible correct concepts is denoted as $p_i = [p_{i,1}, p_{i,2}, \ldots, p_{i,|p_i|}]$, where each $p_{i,j}$ ($1 \leq j \leq |p_i|$) is the probability that the link from $e_i$ to its $j$-th concept is correct. For example, for $e_2$ (NBA), we get $p_2 = [0.8, 0.2]$ for its two concepts. For the $j$-th concept in $e_i$, the computed indicator vector is denoted as $h_{i,j} = [h_{i,j,1}, h_{i,j,2}, \ldots, h_{i,j,m}]$, where each $h_{i,j,k} = 1$ ($0$) means that the $j$-th concept in $e_i$ is related (unrelated) to domain $d_k$. For example, as Michael_B_Jordan is an American actor, thus it is only related to domain films (i.e., $d_3$), and $h_{1,3} = [0, 0, 1]$.

**Step 2: Computing Domain Vector.** We aggregate all entities of a task to compute its domain vector, by considering the correctness probability from an entity to a concept and the indicator vector of each concept in an entity. However, it is prohibitively expensive to compute the best domain vector (see Section 7.3.1).

### 7.3.1 Challenges in Computing Domain Vector

For a task $t$, based on step 1 we have all detected entities $E_t$, the distribution $p_i$ of concepts for an entity $e_i$, and each concept’s indicator vector $h_{i,j}$. To com-

pute the domain vector \( r_t \), we consider all correct linkings between entities and concepts. For example, in Table 7.3, one possible linking from the three entities in \( E_t \) to concepts is: \( e_1 \) = “Michael_B_Jordan”, \( e_2 \) = “National_Basketball_Association”, \( e_3 \) = “Kobe_Bryant”. The correctness of the linking is \( p_{1,3} \cdot p_{2,1} \cdot p_{3,1} = 0.08 \). Under this linking, the aggregated indicator vector is \( h_{1,3} + h_{2,1} + h_{3,1} = [0, 2, 1] \), which counts the number of related concepts in each domain, by considering all entities in task \( t \). As the domain vector is a distribution, it is then normalized as \( \frac{h_{1,3} + h_{2,1} + h_{3,1}}{\sum_{k=1}^{m} (h_{1,3,k} + h_{2,1,k} + h_{3,1,k})} = [0, \frac{2}{3}, \frac{1}{3}] \). From the above analysis, we know that for a possible linking, we can derive its corresponding correctness probability and normalized vector.

For ease of presentation, we use \( \pi = [\pi_1, \pi_2, \ldots, \pi_{|E_t|}] \) to denote a possible linking, which means that \( e_i \) (1 \( \leq \) \( i \) \( \leq \) \( |E_t| \)) is linked to the \( \pi_i \)-th possible concept of \( e_i \). For example, the above linking corresponds to \( \pi = [3, 1, 1] \). Let \( \Omega = \{ \pi \} \) denote a set containing all possible linkings, so \( |\Omega| = \prod_{i=1}^{|E_t|} |p_i| \). In this chapter, we assume the entity is linked into different concepts independently. We will consider the issues of correlation among concepts in the future. Then for each linking \( \pi \in \Omega \), we can derive its corresponding correctness probability \( \text{Pr}(\pi) = \prod_{i=1}^{|E_t|} p_{i, \pi_i} \) and normalized vector \( v_{\pi} = (\sum_{i=1}^{|E_t|} h_{i, \pi_i}) / (\sum_{k=1}^{|E_t|} \sum_{i=1}^{|E_t|} h_{i, \pi_i, k}) \). As the normalized vector \( v_{\pi} \) is a distribution that reflects the degree of relatedness of task \( t \) to each domain w.r.t. the linking \( \pi \), thus by considering all possible \( \pi \in \Omega \), we define the domain vector \( r_t \) as the expected normalized vector, i.e.,

\[
\begin{align*}
    r_t = \sum_{\pi \in \Omega} v_{\pi} \cdot \text{Pr}(\pi) = \sum_{\pi \in \Omega} \frac{\sum_{i=1}^{|E_t|} h_{i, \pi_i}}{\sum_{k=1}^{|E_t|} \sum_{i=1}^{|E_t|} h_{i, \pi_i, k}} \cdot \prod_{i=1}^{|E_t|} p_{i, \pi_i}.
\end{align*}
\]

Take the example in Table 7.3. By enumerating all possible \( \pi \in \Omega \) (|\( \Omega \)|=3 \( \cdot \) 2 \( \cdot \) 1=6) as Equation 7.1, the domain vector is computed as \( r_t = [0, 0.78, 0.22] \). However, directly computing \( r_t \) via Equation 7.1 is expensive. Let \( c = \max_{1 \leq i \leq |E_t|} |p_i| \), i.e., the maximum number of concepts in all entities, then it takes \( \mathcal{O}(|\Omega| \cdot |E_t| \cdot m) = \mathcal{O}(c^{|E_t|} \cdot |E_t| \cdot m) \) time, which is exponential.
7.3.2 Our Solution

We devise our solution in Algorithm 14, which computes the domain vector accurately by reducing the complexity from $O(c|E_t| \cdot |E_t| \cdot m)$ (exponential) to $O(c \cdot m^2 \cdot |E_t|^3)$ (polynomial). The basic idea is that although the number of possible linkings ($|\Omega|$) is exponential, the number of possible normalized vectors is bounded. For example, for the $k'$-th element in the normalized vector, i.e., $(\sum_{i=1}^{|E_t|} h_{i,\pi_i,k'})/ (\sum_{k=1}^m \sum_{i=1}^{|E_t|} h_{i,\pi_i,k})$, as each $h_{v,v,v} \in \{0, 1\}$, if we consider its numerator and denominator respectively, there are at most $(|E_t| + 1) \cdot (m \cdot |E_t| + 1)$ possible values for that element. This inspires us to compute $r_t$ from the perspective of normalized vectors in Algorithm 14.

To be specific, Algorithm 14 takes $m$ iterations, where for the $k$-th iteration (lines 5-24), it computes the $k$-th element of $r_t$, i.e., $r_t^k$. To achieve this, we use a hash-map ($\mathbb{M}$), whose keys are the possible (numerator, denominator) combinations (denoted by (nm, dm)), and the corresponding value for a key (nm, dm) is the aggregated probability for nm/dm. In order to compute $r_t^k$, we consider each entity iteratively. In the $i$-th iteration (lines 7-17), it derives an $\mathbb{M}$, whose keys are the possible (nm, dm) by considering the first $i$ entities (i.e., from $e_1$ to $e_i$). In doing so, we leverage the derived $\mathbb{M}$ in last iteration (i.e., considering the first $i-1$ entities) and directly applies the $p_i$ and $h_{i,v}$ of the $i$-the entity $e_i$ to generate a new temporary hash-map $\mathbb{tmpM}$. To be specific, for each key (nm, dm) in $\mathbb{M}$, it is updated based on concepts in $e_i$: for the $j$-th concept, the key (nm, dm) becomes new key (nm+$h_{i,j,k}$, dm+$x_{ij}$), note $x_{ij} = \sum_{k=1}^m h_{i,j,k}$, which is initially stored in line 1, and the value (or aggregated probability) is multiplied by $p_{i,j}$ and added to the value of new key in $\mathbb{tmpM}$. At last $\mathbb{tmpM}$ is assigned to $\mathbb{M}$ for the next iteration (line 17). After all entities are considered ($|E_t|$ iterations), we can finally use the information in the derived $\mathbb{M}$ to compute $r_t^k$. (lines 19-24).

Running Example. Figure 7.2 shows how to compute $r_t^2$ in Table 7.3. The $i$-th layer shows the derived $\mathbb{M}$ after considering $e_i$. We use ‘key: value’ to represent each data in the hash-map. Initially for $i = 1$ ($e_1$), its three concepts (with $p_{1,1}$,
Algorithm 14 Domain Vector Computation (Chapter 7).

Input: $E_t$, $p_i$ ($1 \leq i \leq |E_t|$), $h_{i,j}$ ($1 \leq i \leq |E_t|, 1 \leq j \leq |p_i|$)
Output: $r^t$

1: $x_{i,j} = \sum_{k=1}^{m} h_{i,j,k}$ for $1 \leq i \leq |E_t|, 1 \leq j \leq |p_i|$; // pre-computation
2: $r^t = [0,0,\ldots,0]$; // a vector of size $m$ with all 0 elements
3: $M = \text{hash-map}();$ // we use $M[\text{key}]$ to visit the value of the key (a 2-tuple)
4: for $k = 1$ to $m$ (iterate over all domains) do
5: \hspace{1em} $M[(0,0)] = 1;$ // initialize the hash-map $M$
6: end for
7: $M = \text{hash-map}();$ // another hash-map, similar to $M$
8: for $(nm, dm) \in M$ (iterate over all keys in $M$) do
9: \hspace{1em} $value = M[(nm,dm)];$ // get the value of the key: $(nm,dm)$
10: \hspace{2em} for $j = 1$ to $|p_i|$ (iterate over all concepts for entity $e_i$) do
11: \hspace{3em} if $(nm + h_{i,j,k}, dm + x_{i,j}) \notin \text{tmpM}$ then
12: \hspace{4em} $\text{tmpM}[ (nm + h_{i,j,k}, dm + x_{i,j}) ] = 0;$
13: \hspace{4em} end if
14: \hspace{3em} $\text{tmpM}[ (nm + h_{i,j,k}, dm + x_{i,j}) ] += value \cdot p_{i,j};$
15: \hspace{2em} end for
16: end for
17: $M = \text{tmpM};$ // assign $\text{tmpM}$ to $M$ for next iteration
18: end for
19: for $(nm, dm) \in M$ (iterate over all keys in $M$ to compute the value of $r^t_k$) do
20: \hspace{1em} if $dm \neq 0$ then
21: \hspace{2em} $r^t_k += (nm/dm) \cdot M[(nm,dm)];$ // aggregate the value of $r^t_k$
22: \hspace{2em} end if
23: end for
24: end for
25: return $r^t$;

$h_{1,*}$ form $M$. For $e_2$, based on the derived $M$ in last iteration, it is updated to a new one. For example, $(1,2):0.7$ is updated to $(1+h_{2,1,2}, 2+x_{2,1}):0.7 \cdot p_{2,1}=(2,3):0.56$ and $(1+h_{2,2,2}, 2+x_{2,2}):0.7 \cdot p_{2,2}=(1,2):0.14$. Moreover, as $(0,1):0.1$ can also be similarly updated as $(1,2):0.08$, thus the value for the key $(1,2)$ is aggregated as $0.14+0.08=0.22$. After all 3 entities are considered, $r^t_2 = 0.78$ is finally derived based on the final $M$. Following this, we can compute $r^t = [0,0.78,0.22]$.

Time Complexity of Algorithm 14. First the calculation of $x_{*,*}$ takes $O(c \cdot m \cdot |E_t|)$ time, where $c = \max_{1 \leq i \leq |E_t|} |p_i|$. Then it computes each element in $r^t$ iteratively. To compute a $r^t_k$ ($1 \leq k \leq m$), we iteratively consider $|E_t|$ entities:
for the $i$-th iteration, we leverage the already derived $\mathcal{M}$ to further update itself to a new one, by considering all concepts in $e_i$. In each iteration, as the number of keys in $\mathcal{M}$ is $O(m \cdot |E_t|^2)$, then it takes $O(c \cdot m \cdot |E_t|^2)$. So computing a $r'_t$ takes $O(c \cdot m \cdot |E_t|^3)$, and the total time complexity of deriving $r'_t$ is $O(c \cdot m^2 \cdot |E_t|^3)$.

**The Implementations of DVE in DOCS.** We adopt Freebase [71], a large, reliable, and curated knowledge base. We construct $\mathcal{D}$ based on 26 domains in Yahoo Answers [204], which consists of a wide range of topics, such as *Sports*, *Politics*. We manually map each of the 26 domains to the respective domain(s) in Freebase. Next we discuss how to compute $E_t$, $p_t$, $h_{i,j}$ and $r'_t$.

We use an open-source entity linking tool Wikifier [38, 159], which can detect entities $E_t$ in a task $t$. For each entity $e_i$, it links to the top 20 possible concepts (or pages) [159], by considering features such as the frequency of the linking and the string similarity between concepts and $e_i$. Then it computes a probability distribution $p_i$ (of size 20), which indicates how probable each possible concept is correctly linked to $e_i$ in the task. For each concept (in Wikipedia), which can be redirected to the corresponding Freebase concept using API, we compute the indicator vector $h_{i,j}$ (of size 26) by considering whether or not each
domain in $D$ is related to the given concept in Freebase. Note that this can be obtained directly from the corresponding concept page in Freebase. Finally, based on $E_t$, $p_i$ and $h_{i,j}$ ($1 \leq i \leq |E_t|, 1 \leq j \leq |p_i|$), Algorithm 14 is leveraged to compute the task $t$’s domain vector $r^t$.

7.4 Truth Inference

In this section, we study the truth inference problem. The **Input** of the problem includes: (1) tasks’ domain vectors ($r^t_i$ for $1 \leq i \leq n$) and (2) all workers’ answers. The **Output** is each task’s inferred truth (and we can also derive each worker’s quality vector). To solve it, we first introduce an iterative approach (Section 7.4.1), and then discuss how to use it in practice (Section 7.4.2).

7.4.1 Iterative Approach

We observe that there are two kinds of relations between workers’ qualities and tasks’ truth: (1) given a task $t$, if the worker’s quality values for $t$’s related domains are high, then her answer is likely to be the truth for $t$; (2) given a worker $w$, if $w$ often answers tasks correctly related to a domain, then $w$ has a high quality for that domain. Based on these intuitions, we develop an iterative approach, which updates the sets of parameters for tasks and workers until convergence is reached. Here, we use $q^w$ to denote a worker $w$’s quality; $s_i = [s_{i,1}, s_{i,2}, \ldots, s_{i,\ell_{ti}}]$ is task $t_i$’s probabilistic truth, where $s_{ij}$ ($1 \leq j \leq \ell_{ti}$) is the chance that the $j$-th choice is the truth for task $t_i$. We use $V^{(i)}$ to denote the set of workers’ answers for task $t_i$. For example, in Table 7.1, $V^{(1)} = \{v^{w_1}_1, v^{w_2}_1, v^{w_3}_1\}$. We denote $o_i$ as task $t_i$’s true domain. Based on the domain vector $r^{t_i}$, we have $\Pr(o_i = k) = r^{t_i}_k$.

To be specific, in our iterative approach, each iteration contains two steps: in step 1, each task’s probabilistic truth $s_i$ is inferred based on workers’ qualities ($q^w$); then step 2 reversely infers each worker’s quality based on the tasks’ probabilistic truth. It will iterate until convergence. Finally, we infer the truth
for each task \( t_i \) as \( v_i^* = \arg\max_{1 \leq j \leq \ell_i} s_{ij} \) (detailed algorithm can be found in Algorithm 15). We first detail the two steps, and then analyze the Initialization and Time Complexity, respectively.

**Algorithm 15** Iterative Truth Inference (Chapter 7).

**Input:** workers’ answers \( V^{(i)} \), tasks’ domain vectors \( r^{t_i} \) (1 \( \leq i \leq n \))

**Output:** truth \( s_i \) (1 \( \leq i \leq n \)), worker’s quality \( q_w \) (\( w \in W \))

1: Initialize \( q_w \) for \( w \in W \);
2: while true do
   3: // Step 1: Inferring the Truth
   4:   for 1 \( \leq i \leq n \) do
   5:      for 1 \( \leq k \leq m \), 1 \( \leq j \leq \ell_{t_i} \) do
   6:         \( M_{k,j}^{(i)} = \Pr(v_i^* = j \mid o_i = k, V^{(i)}) \); // Eq. 7.3 and 7.4
   7:      end for
   8:      \( s_i = r^{t_i} \times M^{(i)} \); // Matrix Multiplication
   9:   end for
10: // Step 2: Estimating Worker Quality
11:   for \( w \in W \) do
12:      Compute \( q_w \) based on Eq. 7.5;
13:   end for
14: // Check for Convergence
15:   if Converged then
16:      break;
17:   end if
18: end while
19: return \( s_i \) for 1 \( \leq i \leq n \) and \( q_w \) for \( w \in W \);

**Step 1: Inferring the Truth (\( q_w \rightarrow s_i \)).** In general, the probabilistic truth \( s_i \) can be expressed by considering all domains:

\[
s_{ij} = \Pr(v_i^* = j \mid V^{(i)}) = \sum_{k=1}^{m} t_{k}^{i} \cdot \Pr(v_i^* = j \mid o_i = k, V^{(i)}).
\]

(7.2)

For simplicity, we denote \( M_{k,j}^{(i)} = \Pr(v_i^* = j \mid o_i = k, V^{(i)}) \). Note that \( M^{(i)} \) is a matrix of size \( m \times \ell_{t_i} \), where each row \( M_{k,i}^{(i)} \) in it represents the distribution of truth computed for the \( k \)-th domain, then \( s_i \) can be computed by considering \( t_i \)'s domain vector: \( s_i = r^{t_i} \times M^{(i)} \) via matrix multiplication. In order to compute
\( M_{k,j}^{(1)} \), we adopt two typical assumptions used in existing works [48,127,131]: (1) workers give their answers independently and (2) the priors are uniform (i.e., \( \Pr(v^*_i = j) = 1/\ell_{t_i} \)). Then we can derive

\[
M_{k,j}^{(1)} = \frac{\prod_{v^w \in V(t)} \Pr(v^w_i \mid o_i = k, v^*_i = j)}{\sum_{j'=1}^{\ell_{t_i}} \prod_{v^w \in V(t)} \Pr(v^w_i \mid o_i = k, v^*_i = j')}. \tag{7.3}
\]

Since there are \( \ell_{t_i} \) possible answers for task \( t_{i} \), to capture worker \( w \)'s ability, similar to [219,222], we compute the probability that the worker answers \textit{incorrectly} (i.e., \( 1 - q^w_k \)) for those \( (\ell_{t_i} - 1) \text{ incorrect} \) answers using a uniform distribution. Let \( I(\cdot) \) denote an indicator function which returns 1 if the argument is true; 0 otherwise. For example, \( I_{\{2-5\}} = 0 \) and \( I_{\{5-5\}} = 1 \). Then we have

\[
\Pr(v^w_i \mid o_i = k, v^*_i = j) = q^w_k I(v^w_i) \cdot \left( \frac{1 - q^w_k}{\ell_{t_i} - 1} \right) I(v^w_i). \tag{7.4}
\]

This means that the probability that \( w \) answers correctly for a task with domain \( k \) is \( q^w_k \), and likewise, the probability that \( w \) gives a specific incorrect answer for that task is \( (1 - q^w_k)/(\ell_{t_i} - 1) \).

**Running Example.** We use an example to show that step 1 can satisfy the 1st relation. We compute \( s_1 \) for task \( t_1 \) in Table 7.3. As the domain vector \( r^{t_1} = [0, 0.78, 0.22] \), and we take workers' qualities \( (q^{w_1}, q^{w_2}, q^{w_3}) \) and answers \( (V^{(1)}) \) in Table 7.1. We first compute each vector \( M_{k,*}^{(1)} \), e.g., for \( M_{2,*}^{(1)} = [M_{2,1}^{(1)}, M_{2,2}^{(1)}] \), we derive \( M_{2,1}^{(1)} = q^{w_2}(1-q^{w_1})(1-q^{w_3})/q^{w_1}(1-q^{w_2})(1-q^{w_3}) + (1-q^{w_1})q^{w_2}(1-q^{w_3}) = 0.93 \) and \( M_{2,2}^{(1)} = 0.07 \). Similarly we derive \( M_{1,*}^{(1)} = [0.03, 0.97] \) and \( M_{3,*}^{(1)} = [0.28, 0.72] \). Then we compute \( s_{1,j} \) (1 \( \leq j \leq 2 \)) as \( s_{1,j} = \sum_{k=1}^{3} r^{t_1}_{k} \cdot M_{k,1}^{(1)} = 0.79 \), and similarly \( s_{1,2} = 0.21 \). Note that although two workers \( w_2, w_3 \) answer “no” to \( t_1 \), and only one worker \( w_1 \) answers “yes” to \( t_1 \), the computed truth \( s_1 = [0.79, 0.21] \) tends to be “yes”. The reason is that (1) the task \( t_1 \) is more related to domain “sports” (0.78 in \( r^{t_1} \)), and (2) \( w_1 \) has a high quality (0.9) for domain “sports” while \( w_2 \) and \( w_3 \) have low qualities (0.6 and 0.3) for it, making \( w_1 \)'s answer more reliable.
Step 2: Estimating Worker Quality \((s_i \rightarrow q^w)\). We now estimate \(q^w\) based on the computed \(s_{i,j}\) in step 1. As \(q^w_k\) denotes worker \(w\)'s quality for the \(k\)-th domain, which is formally defined as the fraction of tasks in domain \(d_k\) that \(w\) has answered correctly: 
\[
q^w_k = \frac{\sum_{t_i \in T(w)} t_i \cdot 1\{o_i = k\} \cdot 1\{v^*_{w_i} = v^*_i\}}{\sum_{t_i \in T(w)} t_i \cdot 1\{o_i = k\}},
\]
where \(T(w)\) denotes the set of tasks answered by worker \(w\), e.g., in Table 7.1, \(T(w) = \{t_1\}\). However, \(q^w_k\) is hard to compute directly, as task \(t_i\)'s true domain \((o_i)\) and truth \((v^*_i)\) are unknown. Fortunately we have their probabilistic representations, which facilitate us to compute their expected values, i.e., 
\[
E[1\{o_i = k\}] = r^t_{i,k} \cdot 1 + (1 - r^t_{i,k}) \cdot 0 = r^t_{i,k},
\]
and similarly 
\[
E[1\{v^*_{w_i} = v^*_i\}] = s_{i,v^*_i}.
\]
Then we take the expectation of the numerator and denominator of \(q^w_k\) and derive
\[
q^w_k = \frac{\left( \sum_{t_i \in T(w)} r^t_{i,k} \cdot s_{i,v^*_i} \right)}{\left( \sum_{t_i \in T(w)} r^t_{i,k} \right)}.
\]

Intuitively, \(q^w_k\) is computed by considering the tasks answered by worker \(w\). To be specific, it considers (1) how much each answered task is related to domain \(d_k\), i.e., \(r^t_{i,k}\), and (2) how probable each task is answered correctly by worker \(w\), i.e., \(s_{i,v^*_i}\).

Running Example. We use an example to show that step 2 can satisfy the 2nd relation. Suppose a worker \(w_1\) answers two tasks: \(t_1\) and \(t_2\) (\(\ell_{t_1} = \ell_{t_2} = 2\)), both with the first answer. Assume \(s_{1,1} = 0.95\), and \(s_{2,1} = 0.3\); for domain vectors, assume \(r^t_{1,2} = 0.9\) and \(r^t_{2,2} = 0.05\). Then we get 
\[
q^w_2 = \frac{r^t_{1,2} \cdot s_{1,1} + r^t_{2,2} \cdot s_{2,1}}{r^t_{1,2} + r^t_{2,2}} = 0.92 \quad \text{(Equation 7.5)}.
\]
Note that although \(w_1\) answers poorly for \(t_2\) (\(s_{2,1} = 0.3\)), the worker’s quality for domain \(d_2\) is still very high (\(q^w_2 = 0.92\)). The reason is that \(t_2\) is merely related to \(d_2\) (\(r^t_{2,2} = 0.05\)); moreover, \(w_1\) answers accurately to \(t_1\) (\(s_{1,1} = 0.95\)), which is highly related to \(d_2\) (\(r^t_{1,2} = 0.9\)), making \(q^w_2\) very high.

Initialization. To initialize all workers’ qualities, we can leverage each worker’s answering performance for golden tasks (Section 7.5.2), i.e., tasks with known ground truth, which are used to test a worker’s quality before a worker answers real published tasks.
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Time Complexity. In step 1, let $\ell = \max_{1 \leq i \leq n} \ell_i$, then for each task $t_i$, computing each $M_{k,i}^{(i)}$ takes $O(\ell \cdot |V^{(i)}|)$, thus this step takes $O(m \ell^2 \cdot \sum_{i=1}^n |V^{(i)}|)$ time in all; in step 2, to compute each $q_w^k$, it considers all the tasks answered by $w$, thus this step takes $O(m \cdot \sum_{w \in W} |T(w)|) = O(m \cdot \sum_{i=1}^n |V^{(i)}|)$. Suppose it takes $u$ iterations to converge, then the time complexity is $O(um \ell^2 \cdot \sum_{i=1}^n |V^{(i)}|)$ in total. In practice, $m$ and $\ell$ are constants, and $u \leq 20$, thus the time complexity is linear to the number of answers.

7.4.2 Practical Truth Inference

We now study the practical issues about how to maintain workers’ qualities for future use, and how to accelerate truth inference.

Maintenance of Workers’ Qualities. As different requesters may publish different tasks to DOCS, the workers who have previously answered tasks may come again in the future. Thus we need to maintain workers’ previous answering performance, which can be further used (e.g., initializing worker’s quality) in tasks published by new requesters. Obviously, it is ineffective to store all of workers’ previous completed tasks and answers. A straightforward way is to store each worker $w$’s quality $q_w^k$. However, this is insufficient, as each $q_w^k$ ($1 \leq k \leq m$) is derived (Equation 7.5) based on $w$’s answers for tasks in domain $d_k$, and if $w$ answers very few tasks related to $d_k$, the computed $q_w^k$ is not confident. Thus besides $q_w^k$, we also maintain another statistic $u_w^k$, i.e., the number of tasks $w$ has answered that are related to domain $d_k$.

Specifically, in order to update a worker $w$’s quality $q_w^k$, e.g., $q_w^k$ ($1 \leq k \leq m$), DOCS maintains two statistics in database: the quality $q_w^k$ and its weight $u_w^k$, which is the expected number of tasks answered by $w$ that are related to domain $d_k$, i.e., $u_w^k = \sum_{t \in T(w)} r_{t_k}^i$. Suppose worker $w$ came to DOCS before and answered tasks. Let $\hat{q}_w^k$ and $\hat{u}_w^k$ ($1 \leq k \leq m$) denote two statistics stored for previous tasks, then by considering those computed for newly answered tasks (i.e., $q_w^k$ and $u_w^k$ for $1 \leq k \leq m$), Theorem 7.1 states how to update these two parameters.
Theorem 7.1 (Worker Quality Update). If \( q^w_k \) and \( u^w_k \) are updated as 
\[
\left( \hat{q}^w_k \cdot \hat{u}^w_k + q^w_k \cdot u^w_k \right) / \left( \hat{u}^w_k + u^w_k \right), \text{ and } \left( \hat{u}^w_k + u^w_k \right),
\]
respectively, then the quality of worker \( w \) is updated correctly.

Proof. Let \( \hat{T}^{(w)} \) denote the set of tasks answered by \( w \) previously. If we consider \( T^{(w)} \), i.e., the set of newly published tasks answered by \( w \). Then based on Equation 7.5, the worker \( w \)'s quality \( q^w_k (1 \leq k \leq m) \) can be updated as
\[
\frac{\hat{q}^w_k \cdot \sum_{t \in \hat{T}^{(w)}} r^j_k + \sum_{t \in T^{(w)}} r^j_k \cdot s_i}{\sum_{t \in T^{(w)}} r^j_k + \sum_{t \in T^{(w)}} r^j_k},
\]
As \( \sum_{t \in T^{(w)}} r^j_k \cdot s_i = q^w_k \cdot \sum_{t \in T^{(w)}} r^j_k + u^w_k = \sum_{t \in T^{(w)}} r^j_k \), thus by introducing another statistic \( \hat{u}^w_k = \sum_{t \in T^{(w)}} r^j_k \) and \( u^w_k = \sum_{t \in T^{(w)}} r^j_k \), we can maintain worker's quality \( q^w_k \) and \( u^w_k \) as
\[
\left( \hat{q}^w_k \cdot \hat{u}^w_k + q^w_k \cdot u^w_k \right) / \left( \hat{u}^w_k + u^w_k \right), \text{ and } \left( \hat{u}^w_k + u^w_k \right),
\]
respectively. 

Accelerating Truth Inference. When a worker submits answers, the TI module is run and the parameters are updated and stored in the database (Figure 7.1). As TI takes an iterative approach, it could be expensive to run until convergence. To alleviate this issue, we develop an incremental approach. The challenges are three-fold: (1) What are the parameters to update upon receiving an answer? (2) How can we update those parameters instantly? (3) What parameters should we store in order to facilitate such updates?

W.l.o.g., assume worker \( w \) answers a task \( t_i \) with the \( a \)-th choice. Upon receiving the answer, the basic idea is that we only update the parameters that are most related to task \( t_i \) and worker \( w \), i.e., task \( t_i \)'s truth and the qualities of workers who have answered task \( t_i \). To facilitate such updates, we store the following parameters: (1) for a worker \( w \), based on Theorem 7.1, we store its quality \( q^w_k \) and weight \( u^w_k (1 \leq k \leq m) \); (2) for a task \( t_i \), we store its matrix \( M^{(i)} \) and the probabilistic truth \( s_i \). The update policy is as follows:

- **Step 1: Inferring the Truth.** In this step, we only update task \( t_i \)'s parame-
ters, i.e., $M^{(i)}$ (Equations 7.3-7.4) and $s_i = r_t^i \times M^{(i)}$. In fact, the process can be further accelerated by storing another parameter $\tilde{M}^{(i)}_{k,j}$, which records the numerator in Equation 7.3.

**Step 2: Estimating Worker Quality.** In this step, we update the qualities of worker $w$ and those who have answered $t_i$ before. To be specific,

1. For worker $w$, $q_w^w = (q_w^w \cdot u_w^w + s_i \cdot r_t^i) / (u_w^w + r_t^i)$ and $u_w^w = u_w^w + r_t^i$;
2. If worker $w'$ ever answered task $t_i$ with $j$-th answer before, then $q_{w'}^{w'} = (q_{w'}^{w'} \cdot u_{w'}^{w'} - \tilde{s}_{ij} \cdot r_t^i + s_{ij} \cdot r_t^i) / u_{w'}^{w'}$, where $\tilde{s}_{ij}$ is the previous $s_{ij}$ before update (i.e., step 1 above).

The complete algorithm is shown in Algorithm 16. It is not hard to prove that the above two steps are bounded in time $O(m \cdot |V^{(i)}|)$, which is more efficient than the iterative approach. Note that the incremental approach may not achieve as high quality as the iterative one; however, its advantage is that the parameters can be updated instantly, which fits to the scenario when workers’ answers arrive in a high velocity. In practice, we can run TI in a delayed manner, that is, the iterative approach will be run in every $z$ submissions of answers ($z = 100$ in DOCS).

Next we discuss the detailed incremental algorithm. W.l.o.g., assume that worker $w$ answers a task $t_i$ with the $a$-th choice, and we represented it in a tuple $(w, t_i, a)$. To address the problem, our basic idea is that we only update the parameters that are mostly related to task $t_i$ and worker $w$, i.e., task $t_i$’s truth and the qualities of workers who have answered task $t_i$ (including the worker $w$).

In order to facilitate such updates, we store the following parameters for a worker $w$ and a task $t_i$, respectively:

- For a worker $w$, other than the worker $w$’s quality ($q_w^w$), we also store the aggregated weight of each domain for those tasks answered by $w$, denoted as $u_w^w = [u_1^w, u_2^w, \ldots, u_m^w]$ and each $u_k^w = \sum_{t_j \in T(w)} r_t^i$;
Algorithm 16 Incremental Truth Inference (Chapter 7).

**Input:** \((w, t_i, a); r^{t_i}, V^{(i)}, s_i, \hat{M}^{(i)}_{k,j} \text{ and } M^{(i)}_{k,j} \text{ for } 1 \leq k \leq m, 1 \leq j \leq \ell_i; q^w \text{ and } u^w \text{ for } w \in W.\)

**Output:** \(V^{(i)}, s_i, \hat{M}^{(i)}_{k,j} \text{ and } M^{(i)}_{k,j} \text{ for } 1 \leq k \leq m, 1 \leq j \leq \ell_i; q^w \text{ and } u^w \text{ for } w \in W.\)

1: \(\tilde{s}_i = s_i; \) // store the original \(s_i\)
2: // Step 1: Inferring the Truth
3: for \(1 \leq k \leq m\) do
4: for \(1 \leq j \leq \ell_i\) do
5: \(\text{if } j = a \text{ then } \)
6: \(\hat{M}^{(i)}_{k,j} = \hat{M}^{(i)}_{k,j} \cdot q^w_k;\)
7: \(\text{else }\)
8: \(\hat{M}^{(i)}_{k,j} = \hat{M}^{(i)}_{k,j} \cdot \frac{1-q^w_k}{\tilde{s}_i-1};\)
9: \(\text{end if}\)
10: end for
11: end for
12: \(M^{(i)}_{k,j} = \hat{M}^{(i)}_{k,j} / \sum_{j'=1}^{\ell_i} \hat{M}^{(i)}_{k,j'};\)
13: for \(1 \leq j \leq \ell_i\) do
14: \(s_i = r^{t_i} \times M^{(i)};\)
15: // Step 2: Estimating Worker Quality
16: // Update worker \(w\)'s quality
17: for \(1 \leq k \leq m\) do
18: \(q^w_k = (q^w_k \times u^w_k + s_{i,a} \times r^{t_i}_k) / (u^w_k + r^{t_i}_k);\)
19: \(u^w_k = u^w_k + r^{t_i}_k;\)
20: end for
21: // Update qualities of other workers \((w')\) who have answered \(t_i\) before
22: for \(v^{w'}_i \in V^{(i)}\) do
23: \(j = v^{w'}_i; \) // store the choice for illustration
24: for \(1 \leq k \leq m\) do
25: \(q^w_k = (q^w_k \times u^w_k - \tilde{s}_{i,j} \times r^{t_i}_k + s_{i,j} \times r^{t_i}_k) / u^w_k;\)
26: end for
27: end for
28: \(V^{(i)} = V^{(i)} \cup \{v^{w'}_i\}; \) // update the set \(V^{(i)}\)
29: return \(V^{(i)}, s_i, \hat{M}^{(i)}_{k,j} \text{ and } M^{(i)}_{k,j} \text{ for } 1 \leq k \leq m, 1 \leq j \leq \ell_i; q^w \text{ and } u^w \text{ for } w \in W.\)
For a task $t_i$, other than the matrix $M^{(i)}$ and its probabilistic truth $s_i$, we also store the numerator of the matrix $M^{(i)}$, which can be observed in Equation 7.3, i.e., $\prod_{v \in V(i)} \Pr(v^*_i | o_i = k, v_i = j)$. We denote it as $\hat{M}^{(i)}_{k,j}$ and from Equation 7.3 it can be inferred that $M^{(i)}_{k,j} = \hat{M}^{(i)}_{k,j} / \sum_{j'=1}^{\ell} \hat{M}^{(i)}_{k,j'}$.

Based on the above discussions, we develop an incremental algorithm in Algorithm 16. Specifically, similar to the iterative approach (Algorithm 15), it contains two steps:

**Step 1: Inferring the Truth (lines 2-15)**. We first update each numerator of $M^{(i)}_{k,j}$, i.e., $\hat{M}^{(i)}_{k,j}$ by considering worker $w$’s answer $a$ to task $t_i$: if $j = a$, then $q^w$ will be multiplied; otherwise, $1 - q^w$ will be multiplied (lines 4-8). Then we update $M^{(i)}$ based on the updated $\hat{M}^{(i)}$ (lines 9-10). Finally the probabilistic truth $s_i$ will be updated based on the updated $M^{(i)}$ (line 11).

**Step 2: Estimating Worker Quality (lines 16-28)**. For this step, we first update the model for worker $w$ (lines 13-16). Based on Equation 7.5, if we store $u^w_k = \sum_{t_j \in T(w)} r^j_k$, then we can derive $q^w_k \cdot u^w_k = \sum_{t_j \in T(w)} r^j_k \cdot s_j$. If we consider the new answer $a$ for task $t_i$, then worker $w$’s quality should be updated as

$$
q^w_k \leftarrow \frac{\sum_{t_j \in T(w)} r^j_k \cdot s_j \cdot r^j_k + s_i \cdot r^j_k}{\sum_{t_j \in T(w)} r^j_k + r^j_k} = \frac{q^w_k \cdot u^w_k + s_i \cdot r^j_k}{u^w_k + r^j_k}.
$$

For the workers who have answered task $t_i$ before (lines 17-20), we first store the original $\tilde{s}_i$ (line 1), and then update the worker’s quality by considering the original and updated $\tilde{s}_{i,j}$ (lines 18-20).

After these two steps, we update $V^{(i)}$ (line 21) and return the updated parameters (line 22).

**Time Complexity**. For the time complexity of Algorithm 16, the first step takes $O(m \cdot \ell_t)$ time, and for the second step, the update of worker $w$’s quality (lines 13-16) takes $O(m)$ time, and the update of other workers who answered answered task $t_i$ (lines 17-20) takes $O(m \cdot |V^{(i)}|)$ time. So in total it takes...
\( O(m \cdot \max\{\ell_i, |V^{(i)}|\}) \) time. Considering that \( m \) and \( \ell_i \) are often constants, so the time complexity is constrained by the number of answers already obtained for task \( t_i \) (bounded by \( |W| \)).

### 7.5 Online Task Assignment

When a worker comes to crowdsourcing platforms such as AMT [1], it instantly interacts with DOCS for task assignment. Specifically, AMT will pass the unique worker ID to us, then we dynamically assign a set of \( k \) tasks (e.g., \( k = 20 \) in [195, 222]) to the coming worker in AMT. In this section, we address two problems in OTA. First, if the worker has already completed some tasks, we select \( k \) tasks and assign them to the worker (Section 7.5.1). Second, if the worker is new, we investigate how to select representative golden tasks to test the worker’s quality (Section 7.5.2).

#### 7.5.1 Online Task Assignment

If the coming worker \( w \) has answered tasks before, we can retrieve related parameters from database. The **Input** of the problem includes (1) worker \( w \)'s quality (\( q^w \)), and (2) tasks’ current information (i.e., \( M^{(i)} \) and \( s_i \) for \( 1 \leq i \leq n \)). The **Output** of the problem is to select \( k \) tasks for worker \( w \), from the task set \( T - T^{(w)} \), i.e., the set of tasks not answered by worker \( w \) before.

To assign tasks, on one hand, we assign tasks with domains that the worker is good at; on the other hand, we have to evaluate if a task is really beneficial to be assigned. For example, for a task \( t_i \) that is confident enough based on previous answers (e.g., \( s_i = [0.99, 0.01] \)), then even if the coming worker is a domain expert for the task, it is of very minor benefit to assign the task.

Following the above discussions, we design an assignment framework, where for each task \( t_i \), it estimates the benefit of assigning it to the coming worker, i.e., \( B(t_i) \); we then select \( k \) tasks that attain the highest benefits to the
worker. In the following, we first focus on the problem of assigning \( k = 1 \) task, and then address the general problem of assigning \( k \) tasks.

**Task Assignment for One Task (\( k = 1 \))**

To address this, an important problem is how to estimate the benefit of a task, by considering if the task is answered by the worker? Recall that for a task \( t_i \), we use a distribution \( s_i \) of size \( \ell_{t_i} \) to capture its truth. Intuitively, the more concentrated \( s_i \) is (e.g., for a certain choice \( j \) (1 \( \leq \) \( j \) \( \leq \) \( \ell_{t_i} \)), the value \( s_{i,j} \) is close to 1 while other \( s_{i,j'} \) for \( j' \neq j \) are close to 0), the more confident to derive the truth; otherwise, if \( s_i \) tends to be a uniform distribution, then the truth is ambiguous. By capturing this idea, we apply entropy [167] as the measure to define the ambiguity of a distribution \( s_i \), i.e., \( H(s_i) = -\sum_{j=1}^{\ell_{t_i}} s_{i,j} \ln s_{i,j} \). The higher the value \( H(s_i) \) is, the more ambiguous \( s_i \) is. We then define the benefit function \( B(t_i) \).

**Definition 7.5 (Benefit function \( B(\cdot) \)).** For a task \( t_i \), when a worker \( w \) comes, let \( \hat{s}_i \) denote the distribution after \( w \) answers the task, then the benefit of assigning \( t_i \) to worker \( w \) is defined as how much ambiguity can be reduced based on the assignment, i.e., \( B(t_i) = H(s_i) - H(\hat{s}_i) \).

However, the computation of \( B(t_i) \) is challenging, as \( \hat{s}_i \) is unknown before \( t_i \) is really answered by \( w \). Then to estimate \( \hat{s}_i \), we have to consider the following two questions:

**Q1: what answer the worker may give to the task, and**

**Q2: how the truth will change if the worker gives an answer.**

Next we solve Q1 and Q2, respectively.

**Solutions to Q1.** In estimating the answer that will be given by \( w \), we denote it as a random variable \( v^w_i \) (1 \( \leq \) \( v^w_i \) \( \leq \) \( \ell_{t_i} \)) and estimate it based on the collected answers, i.e., \( \Pr(v^w_i = a | V^{(i)}) \). By considering all possible true domain \( o_i \) and truth \( v^*_i \) for task \( t_i \), we can express \( \Pr(v^w_i = a | V^{(i)}) \) as follows:
\[
\sum_{k=1}^{m} \Pr(o_i = k) \sum_{j=1}^{\ell_i} \Pr(v^w_i = a \mid o_i = k, v^*_i = j) \Pr(v^*_i = j \mid o_i = k, V(i)).
\]

Then we can derive the following theorem that solves Q1.

**Theorem 7.2.** The probability that worker \( w \) will give the \( a \)-th choice to task \( t \) is

\[
\Pr(v^w_i = a \mid V(i)) = \sum_{k=1}^{m} r^i_k \cdot \left[ q^w_k \cdot M_{k,a}^{(i)} + \frac{1 - q^w_k}{\ell_i - 1} \cdot (1 - M_{k,a}^{(i)}) \right].
\] (7.6)

**Proof.** Note that we have shown that \( \Pr(v^w_i = a \mid V(i)) \) can be expressed as the following equation, i.e.,

\[
\sum_{k=1}^{m} \Pr(o_i = k) \sum_{j=1}^{\ell_i} \Pr(v^w_i = a \mid o_i = k, v^*_i = j) \Pr(v^*_i = j \mid o_i = k, V(i)),
\]

which is essentially

\[
\sum_{k=1}^{m} r^i_k \cdot \sum_{j=1}^{\ell_i} M_{k,j}^{(i)} \cdot \left[ q^w_k \cdot M_{k,a}^{(i)} + \frac{1 - q^w_k}{\ell_i - 1} \cdot (1 - M_{k,a}^{(i)}) \right] = \sum_{k=1}^{m} r^i_k \cdot \left[ q^w_k \cdot M_{k,a}^{(i)} + \frac{1 - q^w_k}{\ell_i - 1} \cdot (1 - M_{k,a}^{(i)}) \right].
\]

\[\square\]

**Solutions to Q2.** We talk about how the truth \( s_i \) will be updated. Suppose worker \( w \) gives the \( a \)-th choice to task \( t \), and let \( M^{(i)}_{a} \) denote the updated matrix of \( M^{(i)} \). Based on Equations 7.3 and 7.4, we can derive the formula of each element in \( M^{(i)}_{a} \) in Theorem 7.3.

**Theorem 7.3.** If worker \( w \) gives the \( a \)-th choice to task \( t \), then

\[
M^{(i)}_{k,j} = \frac{M_{k,j}^{(i)} \cdot (q^w_k)^{1_{(j \neq a)}} \cdot \left( \frac{1 - q^w_k}{\ell_i - 1} \right)^{1_{(j \neq a)}}}{\sum_{j'=1}^{\ell_i} M_{k,j'}^{(i)} \cdot (q^w_k)^{1_{(j' \neq a)}} \cdot \left( \frac{1 - q^w_k}{\ell_i - 1} \right)^{1_{(j' \neq a)}}}. 
\] (7.7)
Proof. Note that \( \mathcal{M}^{(i)a}_{k,j} \) means that if the coming worker \( w \) answers the \( a \)-th choice for task \( t_i \), the task’s original matrix item \( \mathcal{M}^{(i)}_{k,j} \) will become. Let \( V^{(i)} \) denote the previous answers given to \( t_i \) (without worker \( w \)’s answer \( a \)). From Equation 7.3 we know that \( \mathcal{M}^{(i)a}_{k,j} \) can be updated to

\[
\begin{align*}
\Pr(v_i^w = a \mid o_i = k, v_i^o = j) & \prod_{v_i^w \in V^{(i)}} \Pr(v_i^w = j) \\
\sum_{j=1}^{h_i} \Pr(v_i^w = a \mid o_i = k, v_i^o = j) \prod_{v_i^w \in V^{(i)}} \Pr(v_i^w = j) & \mathcal{M}^{(i)}_{k,j} \cdot C^{-1}.
\end{align*}
\]

Also, from Equation 7.3 we know that \( \mathcal{M}^{(i)}_{k,j} \) can be expressed as

\[
\mathcal{M}^{(i)}_{k,j} = C \cdot \prod_{o_i^w \in V^{(i)}} \Pr(v_i^o = o_i \mid o_i = k, v_i^o = j),
\]

where \( C \), or the denominator of Equation 7.3, is not related to subscript \( j \) in \( \mathcal{M}^{(i)}_{k,j} \), thus for any \( 1 \leq j' \leq \ell_{t_i,a} \) we similarly derive

\[
\mathcal{M}^{(i)}_{k,j'} = C \cdot \prod_{o_i^w \in V^{(i)}} \Pr(v_i^o = o_i \mid o_i = k, v_i^o = j').
\]

Considering how \( \mathcal{M}^{(i)a}_{k,j} \) can be updated above, we can derive

\[
\begin{align*}
\mathcal{M}^{(i)a}_{k,j} & = \frac{\Pr(v_i^w = a \mid o_i = k, v_i^o = j) \cdot \mathcal{M}^{(i)}_{k,j} \cdot C^{-1}}{
\sum_{j=1}^{h_i} \Pr(v_i^w = a \mid o_i = k, v_i^o = j) \cdot \mathcal{M}^{(i)}_{k,j} \cdot C^{-1}
} \\
& = \frac{\mathcal{M}^{(i)}_{k,j} \cdot (q_k^w)^1_{t_i,a} \cdot \left(\frac{1-q_k^o}{1-q_k^w}\right)^1_{t_i,a}}{
\sum_{j=1}^{h_i} \mathcal{M}^{(i)}_{k,j} \cdot (q_k^w)^1_{t_i,a} \cdot \left(\frac{1-q_k^o}{1-q_k^w}\right)^1_{t_i,a}
}.
\end{align*}
\]

Then we can update the truth \( s_i \) as \( \hat{s}_i = r_{t_i} \times \mathcal{M}^{(i)a}_a \), by considering that worker \( w \) gives the \( a \)-th choice to \( t_i \).

The solutions to Q1 and Q2 tell us how to compute the probability that \( w \) gives the \( a \)-th choice to \( t_i \), and the updated truth \( \hat{s}_i \) if the answer is really given. Considering all possible answers, we define \( \mathcal{H}(\hat{s}_i) \) in an expected manner, i.e.,

\[
\mathcal{H}(\hat{s}_i) = \sum_{a=1}^{\ell_{t_i}} \mathcal{H}(r_{t_i} \times \mathcal{M}^{(i)a}_a) \cdot \Pr(v_i^w = a \mid V^{(i)}). \tag{7.8}
\]
Then for each task $t_i$, we can compute $\mathcal{H}(\tilde{s}_i)$ via Equations 7.6, 7.7, 7.8, and derive $B(t_i)$ in Definition 7.5. We select the task with the highest benefit, i.e.,
\[
\underset{t_i \in \mathcal{T} - \mathcal{T}^{(w)}}{\text{argmax}} B(t_i).
\]

**Task Assignment for $k$ Tasks**

To select $k$ tasks out of the set $\mathcal{T} - \mathcal{T}^{(w)}$, it has two challenges:

**Challenge I.** For a fixed set of $k$ tasks, denoted as $\mathcal{T}_k$ ($\mathcal{T}_k \subseteq \mathcal{T} - \mathcal{T}^{(w)}$ and $|\mathcal{T}_k| = k$), we need to consider all possible answers given by worker $w$. W.l.o.g., we assume $\mathcal{T}_k$ contains the first $k$ tasks in $\mathcal{T}$ (i.e., $t_i \in \mathcal{T}_k$ for $1 \leq i \leq k$). Let $\phi = [\phi_1, \phi_2, \ldots, \phi_k]$ denote one possible combination of answers given by $w$ for $\mathcal{T}_k$, and $1 \leq \phi_i \leq \ell_{t_i}$. Then upon receiving the answers $\phi$, following Definition 7.5, the benefit of $k$ tasks is changed to
\[
B_{\phi}(\mathcal{T}_k) = \sum_{i=1}^{k} \left[ \mathcal{H}(s_i) - \mathcal{H}(r^{t_i} \times \mathcal{M}(i|\phi_i)) \right].
\] (7.9)

Let all possible combinations of answers for $\mathcal{T}_k$ form a set $\Phi = \{\phi\}$ and $|\Phi| = \prod_{i=1}^{k} \ell_{t_i}$. Then if we consider all $\phi \in \Phi$, the expected benefit of assigning $\mathcal{T}_k$, denoted as $B(\mathcal{T}_k)$ is expressed as
\[
B(\mathcal{T}_k) = \sum_{\phi \in \Phi} B_{\phi}(\mathcal{T}_k) \cdot \prod_{i=1}^{k} \Pr(v^w_i = \phi_i \mid V^{(i)}). \tag{7.10}
\]

From the above analysis we know that even for a fixed $k$-task set $\mathcal{T}_k$, computing its benefit (Equation 7.10) needs to require exponential number of combinations in $\Phi$ (as $|\Phi| = \prod_{i=1}^{k} \ell_{t_i}$).

**Challenge II.** Moreover, we need to select the optimal $k$ tasks (i.e., with the highest value $B(\mathcal{T}_k)$) out of the set $\mathcal{T} - \mathcal{T}^{(w)}$. This process requires enumerating all $\binom{n}{k}$ possible cases in the worst case.

To address the first challenge, fortunately we can prove the following theorem, which reduces the complexity from exponential to linear. The basic idea is that if we consider all possible answers for one task (e.g., $t_1$), then it can be
safely proved that $B(t_1)$ can be extracted from $B(T_k)$, and similarly other $B(t_i)$ for $t_i \in T_k - \{t_1\}$ can also be extracted and added independently.

**Theorem 7.4.** $B(T_k) = \sum_{t_i \in T_k} B(t_i)$.

**Proof.** W.l.o.g., similar to the analysis in main content, we regard $T_k$ as a set that contains $k$ first tasks in $T$, i.e., $T_k = \{t_i \mid 1 \leq i \leq k\}$. Then we need to prove $B(T_k) = \sum_{i=1}^{k} B(t_i)$. In this case, $|\Phi| = \sum_{i=1}^{k} \ell_i$, and we decompose $B(T_k)$ (Equation 7.10) into two parts: the first part focuses on benefit related to $t_1$, and the second part focuses on benefits related to other tasks (i.e., $t_i$ for $2 \leq i \leq k$).

For each part, we represent it as a summation over $\ell_i$ components, where the $j$-th component ($1 \leq j \leq \ell_i$) considers that $\phi_1 = j$, i.e.,

$$B(T_k) = \sum_{j=1}^{\ell_1} \sum_{\phi \in \Phi \text{ s.t. } \phi_1 = j} \left( \mathcal{H}(s_1) - \mathcal{H}(r^{t_1} \times \mathcal{M}^{(1)j}) \right) \cdot \Pr(v^{(1)}_i = j \mid V^{(1)}) \cdot \prod_{i=2}^{k} \Pr(v^{\phi_i}_{i} = \phi_i \mid V^{(i)})$$

$$+ \sum_{j=1}^{\ell_1} \sum_{\phi \in \Phi \text{ s.t. } \phi_1 = j} \left[ \sum_{i=2}^{k} \left( \mathcal{H}(s_i) - \mathcal{H}(r^{t_i} \times \mathcal{M}^{(i)}) \right) \right] \cdot \prod_{i=2}^{k} \Pr(v^{\phi_i}_{i} = \phi_i \mid V^{(i)})$$

$$= \sum_{j=1}^{\ell_1} \left( \mathcal{H}(s_1) - \mathcal{H}(r^{t_1} \times \mathcal{M}^{(1)j}) \right) \cdot \Pr(v^{(1)}_i = j \mid V^{(1)})$$

$$+ \sum_{\phi \in \Phi' \text{ s.t. } \phi_1 = j} \left[ \sum_{i=2}^{k} \left( \mathcal{H}(s_i) - \mathcal{H}(r^{t_i} \times \mathcal{M}^{(i)}) \right) \right] \cdot \prod_{i=2}^{k} \Pr(v^{\phi_i}_{i} = \phi_i \mid V^{(i)})$$

where $\Phi'$ contains all possible answers for the first $k$ tasks other than $t_1$, i.e., $|\Phi'| = \prod_{i=2}^{k} \ell_i$, and we denote each $\phi \in \Phi'$ as $\phi = [\phi_2, \phi_3, \ldots, \phi_k]$, where each $1 \leq \phi_i \leq \ell_i$ ($2 \leq i \leq k$).
Then we know that $B(T_k) = B(t_1) + B(T_{k-1})$, where $T_{k-1} = \{t_i \mid 2 \leq i \leq k\}$. Based on mathematical induction, we can derive $B(T_k) = \sum_{i=1}^{k} B(t_i)$. Thus we have proved that if $T_k$ contains the first $k$ tasks in $T$, we have $B(T_k) = \sum_{i=1}^{k} B(t_i)$. It can be generalized to any $T_k$, which is our theorem, i.e., $B(T_k) = \sum_{t_i \in T_k} B(t_i)$.

Theorem 7.4 implies that to compute the benefit for $k$ tasks, we can compute each $B(t_i)$ (Definition 7.5 and Equations 7.6, 7.7, 7.8) and add up individual benefit. Then in order to address the second challenge, i.e., to select the $k$ tasks with highest $B(T_k)$, we only need to select top $k$ tasks with the highest values of $B(t_i)$, from the set $T - T^{(w)}$.

**Time Complexity.** To compute the benefit for each task (Equation 7.8), it should compute Equations 7.6, 7.7, which take $O(m\ell^2)$ in all, where $\ell = \max_{1 \leq i \leq n} \ell_{t_i}$. Then computing benefits for all tasks take $O(nmt^2)$. As selecting top $k$ values in a size $n$ list can be addressed linearly (e.g., PICK algorithm in [26]), the time complexity for task assignment is $O(nmt^2)$. Considering that $m$ and $\ell$ are often constants, the complexity is linear to the number of tasks.

### 7.5.2 Selecting Golden Tasks

For a new worker, to test the worker’s quality for different domains, we select some tasks with ground truth, called *golden tasks*. The golden tasks are selected after DVE is done. Then for each new worker from AMT [1], we assign the same golden tasks to her, and initialize her quality by comparing her answers with the ground truth for these tasks. However, we can manually label the ground truth (or refer to experts) for only a limited number of tasks. Thus given $n$ tasks and a number $n' \ll n$, the problem is how to select the most representative $n'$ tasks (out of $n$ tasks) as *golden tasks*?

In order to profile each worker in a fine granularity w.r.t. $n$ tasks, we consider two intuitive guidelines. (1) Each selected golden task should accu-
rately capture a certain domain. For example, for the $k$-th domain, the selected task $t_i$ should guarantee that its domain vector $r^{t_i}$ has a high value of $r^i_k$. (2) The distribution of selected golden tasks w.r.t. domains should approximate the distribution of all tasks’ aggregated domain vectors. Let $n'_k$ denote the number of tasks selected for the $k$-th domain, and $\sum_{k=1}^{m} n'_k = n'$. Then the distribution $\sigma = \left[ \frac{n'_1}{n'}, \frac{n'_2}{n'}, \ldots, \frac{n'_m}{n'} \right]$ should approximate the distribution $\tau = \left[ \frac{\sum_{i=1}^{n} r^i_1}{n'}, \frac{\sum_{i=1}^{n} r^i_2}{n'}, \ldots, \frac{\sum_{i=1}^{n} r^i_m}{n'} \right]$.

Suppose we know $n'_k$ for $1 \leq k \leq m$, then following the first guideline, for each domain $d_k$, we can select top $n'_k$ tasks with the highest values of $r^i_k$, i.e., highly related to $d_k$. Then the remaining problem is how to decide each $n'_k$ for $1 \leq k \leq m$?

Following guideline 2, to define the similarity of two distributions $\sigma$ and $\tau$, a widely-used metric is KL-divergence [108]: $D(\sigma, \tau) = \sum_i \sigma_i \cdot \ln(\sigma_i / \tau_i)$. It can be proved in [108] that $D(\cdot, \cdot) \geq 0$ and the lower the value is, the similar the two distributions are. Thus we aim to minimize $D(\sigma, \tau)$ w.r.t. constraints as follows:

$$
\min_{\{n'_k\}} \sum_{k=1}^{m} n'_k \cdot \ln \frac{n'_k \cdot n'}{n' \cdot \sum_{l=1}^{m} r^i_l} \quad \text{s.t.} \quad \sum_{k=1}^{m} n'_k = n' \quad \text{and} \quad n'_k \in \mathbb{N} \quad \text{for} \quad 1 \leq k \leq m.
$$

It is not hard to prove that solving Equation 7.11 is NP-hard, due to the fact that it is in general an “Integer Programming Problem” [143]. Despite its hardness, we devise an approximation algorithm in Algorithm 17.

The general idea is to let each $n'_k / n' \approx \sum_{i=1}^{n} r^i_k / n$ for $1 \leq k \leq m$ w.r.t. constraints in Equation 7.11. To do this, we first derive a lower-bound for each $n'_k$ and set $n'_k = \lfloor \sum_{i=1}^{n} r^i_k / n \cdot n' \rfloor$. Then a procedure is run for $n' - \sum_{k=1}^{m} n'_k$ times, and each time it conducts $n'_{\text{ind}} = n'_{\text{ind}} + 1$, where $\text{ind} (1 \leq \text{ind} \leq m)$ is the choice of the domain with the minimum objective value if selected, i.e.,

$$
\text{ind} = \min_k \left\{ \frac{n'_k + 1}{n'} \cdot \ln \frac{(n'_k + 1) \cdot n}{n' \sum_{l=1}^{m} r^i_l} + \sum_{j \neq k} \frac{n'_j}{n'} \cdot \ln \frac{n'_j \cdot n}{n' \sum_{l=1}^{m} r^i_l} \right\}.
$$

Finally for each domain
Algorithm 17 Golden Tasks Selection (Chapter 7).

Input: \( n' \) (#golden tasks to be selected), tasks \( t_i \) (1 \( \leq i \leq n \))

Output: \( G \)

1: for \( 1 \leq k \leq m \) do
2: \( n'_k = \left\lfloor \frac{\sum_{i=1}^{n} r_i^k / n \cdot n'}{n} \right\rfloor \)
3: end for
4: while \( n' - \sum_{k=1}^{m} n'_k > 0 \) do
5: \( \text{ind} = \min_k \left( \frac{n'_k}{n'} + \ln \left( \frac{(n'_k+1) \cdot n}{n'} \right) + \sum_{j \neq k} \frac{n'_j}{n'} \cdot \ln \frac{n'_j \cdot n}{n'} \right) \)
6: \( n'_\text{ind} = n'_\text{ind} + 1 \)
7: end while
8: \( G = \emptyset \)
9: for \( 1 \leq k \leq m \) do
10: \( G = G \cup \{ \text{a set of } n'_k \text{ tasks with the highest values of } r_i^k \} \)
11: end for
12: return \( G \)

\( d_k \), we select top \( n'_k \) tasks with the highest values of \( r_i^k \), and then obtain all our selected \( n' \) golden tasks.

**Time Complexity.** To solve Equation 7.11, first computing the lower-bounds take \( O(m) \) time. For a real number \( x \), we know \( x \leq \lfloor x \rfloor + 1 \), then \( n' = \sum_{k=1}^{m} \frac{\sum_{i=1}^{n} r_i^k}{n} \cdot n' \leq \sum_{k=1}^{m} \left\lfloor \frac{\sum_{i=1}^{n} r_i^k}{n} \right\rfloor \cdot n' + m \), thus the procedure is run at most \( m \) times, which takes \( O(m \cdot n) \) time. After solving Equation 7.11, selecting top \( n'_k \) tasks for different domains takes \( O(m \cdot n) \) time. So in total it takes \( O(m^2 \cdot n) \) time.

### 7.6 Experiments

We evaluate DOCS on both real and simulated datasets. The settings are introduced in Section 7.6.1. Unless stated otherwise, real datasets are used to evaluate both the effectiveness and efficiency of the three modules: **DVE** (Section 7.6.2), **TI** (Section 7.6.3), and **OTA** (Section 7.6.4). We implement DOCS in Python 2.7 with the Django web framework on a 16GB memory Ubuntu server.
7.6.1 Settings

**Real-World Datasets.** We conduct experiments on AMT [1] with four real-world datasets.

*ItemCompare Dataset (Item)* [63]. It contains 360 tasks with 4 domains: $NBA$, $Food$, $Auto$ and $Country$, where each domain has 90 tasks. For each task, it asks workers to compare between two items. The task descriptions in each domain are highly similar, for example, in domain $Food$, each task compares which food (e.g., ‘Chocolate’ and ‘Honey’) contains more calories.

*4-Domain Dataset (4D).* It contains 400 tasks, which cover 4 domains: $NBA$, $Car$, $Film$ and $Mountain$, where each domain has 100 tasks. Different from dataset Item, in 4D the task descriptions in each domain are not that similar, e.g., in domain $NBA$, the tasks vary in different forms: we ask the position of a player; compare the height (or age) of two players; compare which team wins more championships, etc. We manually label the ground truth.

*Yahoo QA Dataset (QA).* It [158] includes queries to a search engine in 2012-2014, and each query has a *best answer* in Yahoo Answers [204]. We select 1000 queries from the dataset, where for each query, we generate tasks related to the *best answer*. For example, “Where does chili originate from, Texas or Turkey?”, where the *best answer* (‘Texas’) and the correct domain (‘Food&Drink’) can be extracted from the corresponding webpage [6].

*SFV Dataset (SFV).* It [131] contains 328 tasks, where each task asks the attribute of a person (e.g., the age of Bill Gates), and each task also shows a set of choices collected from different QA systems [97,223], from which the workers select one as the correct choice. The ground truth is provided by [131].

**Answer Collection.** We publish tasks for the four datasets on AMT [1], which interacts with workers using Human Intelligence Task (HIT). When a worker comes, we batch $k = 20$ tasks in a HIT (same as [195,222]) to the worker, and pay $0.1$ for the worker upon finishing the HIT. We assign each task to 10 dif-
different workers, so each dataset costs $\frac{360 \times 10}{20} \times 0.1 = 18$, $20$, $50$ and $16.4$, respectively. We select 20 golden tasks (Section 7.5.2) for each dataset.

(1) In TI (Section 7.6.3), to make a fair comparison, we collect workers’ answers as above and compare our solution (Section 7.4.1) with the existing methods on the same collected answers for each dataset.

(2) In OTA (Section 7.6.4), as the assigned tasks for each coming worker may be totally different for different methods, to ensure that the same set of workers are used in comparisons, similar to [222], we assign tasks to a coming worker in parallel using different assignment methods. To be specific, there are 6 methods (see below) in comparison for task assignment, and when a worker comes, we use each method to assign 3 tasks, so $3 \times 6 = 18$ tasks are batched in a HIT (in random order) and assigned to the coming worker. We ensure that each method collects the same number of answers (e.g., $360 \times 10$ for dataset Item) in total. Then we compare with them on respective collected answers for each dataset.

**Comparisons.** We compare DOCS with existing methods: iCrowd (IC) [63], FaitCrowd (FC) [131], Majority Vote (MV), ZenCrowd (ZC) [48], David&Skene (D&S) [47], AskIt! [27], QASCA [222]. As different methods focus on different perspectives, we compare with different methods in different modules.

(1) In DVE (Section 7.6.2), we compare with IC [63] and FC [131], which try to exploit the domain(s) of each task.

(2) In TI (Section 7.6.3), we compare with MV, ZC [48], D&S [47], IC [63] and FC [131], which study truth inference.

(3) In OTA (Section 7.6.4), we perform end-to-end comparisons with methods AskIt! [27], IC [63], QASCA [222] and two baseline methods (Baseline and D-Max) that study online task assignment.

**Evaluation Metric.** For effectiveness, we use Accuracy to evaluate the quality of a method, and it measures the percentage of tasks whose truth are inferred correctly by the method. For efficiency, we measure the Execution Time of a
7.6.2 Evaluating Domain Vector Estimation

**Evaluating the Accuracy of Domain Detection.** We compare with two methods IC [63] and FC [131], which exploit diverse domains in a task. To be specific, IC uses Latent Dirichlet Analysis (LDA [25]) to model diverse domains in a task and compute the cosine similarity between pairwise tasks. It first manually sets the number of latent domains \( m' \), and then uses a generative model to capture how each task’s text can be generated. Finally it learns a distribution (size \( m' \) vector) for each task, which indicates how it is related to each domain. Similarly, FC uses TwitterLDA [216], which is an adaptation of LDA [25] and focuses more on short texts (e.g., Tweets). It also sets the number of latent domains \( m'' \) and then learns a specific domain for each task. To summarize, the two models used by IC and FC (1) only consider the text in each task, and (2) manually set the number of latent domains and learn a domain vector for each task w.r.t. latent domains. Different from them, DOCS (1) considers knowledge base (i.e., Freebase [71] with rich contextual and semantic information), and (2) learns a domain vector that captures the *explicit* domains (i.e., 26 domains in Yahoo Answers [204]), rather than the *latent* domains for each task. Next, we compare DOCS with IC and FC on four datasets.

- **Datasets Item & 4D.** For dataset 4D, there are 4 domains, and we manually set the latent \( m' \) and \( m'' \) as 4 to favor them. DOCS uses the default 26 explicit domains. After computing the domain vector for each task, we regard the domain with the highest probability as the detected domain for each task. Then we manually check for IC and FC on how each latent domain can be mapped to the 4 domains **NBA, Car, Film** and **Mountain**: for the domain vectors in tasks with true domain (say **NBA**), if we find that the probabilities in a latent dimension is very high, then we map that latent dimension to **NBA**. In DOCS, we can verify that the 4 domains are mapped to **Sports, Cars, Entertain** and **Science** in Yahoo.
Answers [204], respectively. Finally, we compute the domain detection accuracy per domain (the percentage of tasks that are detected correctly in the domain). Figures 7.3(a)(b) show the domain detection accuracy for each domain, by comparing with different methods. We also record their overall domain detection accuracy in Figure 7.3(e). It can be observed that in Item, the accuracy is very high (∼100%) in all domains for three methods; however, in dataset 4D, our method DOCS performs much better compared with IC and FC, and the reason
is that they use topic model-based methods (LDA [25] and TwitterLDA [216]),
which perform well if the tasks in each domain have high string similarities
(e.g., in Item, tasks in each domain compare two given items on the same met-
ric); however, in 4D, as task descriptions vary in each domain, they cannot de-
tect the correct domain. For example, both of the two methods detect the tasks
that compare the heights between two basketball players and two mountains in
the same domain, mainly because they have high string similarities. However,
DOCS can detect the difference between them based on the semantic information
of players and mountains, yielding the overall detection accuracy above 95%.

- Datasets QA & SFV. For dataset QA, although there are 26 domains in Yahoo
Answers, most of the queries are related to Entertain, Science, Sports and Business
(as most collected search engine queries [158] are related to them), so we
only focus on tasks in those four domains and set the latent $m'$ and $m''$ as 4. For
dataset SFV, since each task asks a specific attribute for a person (e.g., age of
Bill Gates), we manually label the ground truth of the person as his/her most
renowned domain (e.g., Business). As most tasks are related to domains Entertain,
Business, Sports and Politics, we focus on those tasks and set $m' = m'' = 4$.
Similarly we compute the domain detection accuracy for the three methods as
above in Figures 7.3(c)(d) and record the overall domain detection accuracy in
Figure 7.3(e). It can be seen that in real-world question answering tasks, as tasks
in each domain are not that similar in strings syntactically, IC and FC perform
very bad (FC performs better than IC as it favors more on short texts); however,
DOCS can capture the semantics in each domain and derive the correct domain
accurately. As a result, it achieves over 20% improvement in overall accuracy.

Analysis on Multiple Domains. Note that for each task, the ground truth is
only one domain. However, in real-world datasets (e.g., QA), each task can
be related to multiple domains. Based on the computed domain vectors, we
pick out those tasks whose domain vectors have more than one mode (or peak).
Among them, we find some interesting cases. For example, in the task “Is there
Table 7.4: The Efficiency of Heuristics on Domain Vector Estimation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Top-20 (Default)</th>
<th>Top-10</th>
<th>Top-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Item</td>
<td>27.3s</td>
<td>&gt;1 day</td>
<td>7.5s</td>
</tr>
<tr>
<td>4D</td>
<td>28.6s</td>
<td>&gt;1 day</td>
<td>8.8s</td>
</tr>
<tr>
<td>QA</td>
<td>58.1s</td>
<td>&gt;1 day</td>
<td>23.8s</td>
</tr>
<tr>
<td>SFV</td>
<td>46.3s</td>
<td>&gt;1 day</td>
<td>17.7s</td>
</tr>
</tbody>
</table>

Evaluating the Efficiency of DVE. We next compare the efficiency of Enumeration \(\mathcal{O}(c|E| \cdot |E| \cdot m)\) and Algorithm 14 \(\mathcal{O}(c \cdot m^2 \cdot |E|)\) on different heuristics. In DOCS, we set \(m = 26\), and \(E\) is the set of detected entities by Wikifier [159], which extracts top \(c = 20\) related concepts for each entity. The efficiency of different methods on different datasets is shown in Table 7.4. It can be seen that on all four datasets, Algorithm 14 completes within one minute; on the other hand, Enumeration needs more than 1 day to finish. We have also compared the efficiency with two heuristics, which remove low-probability concepts, and only extract top \(c = 10\) and \(c = 3\) concepts for each entity. It can be seen in Table 7.4 that although Enumeration performs fine on small datasets with few entities (e.g., 4D, Item), it is outperformed significantly (more than 100 times) by Algorithm 14 on QA and SFV. The reason is that Enumeration takes more time in QA-based tasks with a large number of entities.
7.6.3 Evaluating Truth Inference

In this section we evaluate TI in DOCS. We first exploit different aspects of our TI, and then compare our TI with other competitors. Finally we perform a case study on a dataset (Item).

**Convergence.** We run the iterative TI on the collected answers and identify the change of parameters between adjacent iterations. Let \( \bar{s}_{i,j} \) and \( \bar{q}_{w}^{k} \) denote the probabilistic truth and worker quality in the last iteration, then the change of parameters \( \Delta \) between the adjacent two iterations is defined as

\[
\Delta = \sum_{i=1}^{n} \sum_{j=1}^{\ell_{i,j}} \frac{|s_{i,j} - \bar{s}_{i,j}|}{n} + \sum_{w \in W} \sum_{k=1}^{m} \frac{|q_{w}^{k} - \bar{q}_{w}^{k}|}{|W| \cdot m}.
\]

We vary the number of iterations and record \( \Delta \) in Figure 7.4(a). It can be seen that \( \Delta \) drops significantly in the first 10 iterations and remains steady (convergence) ever since. In practice, we can terminate TI within a few (say 20) iterations.

**Varying #Golden Tasks.** As we initialize each worker’s quality using golden tasks, in Figure 7.4(b) we vary the number of golden tasks in \([0, 40]\) and observe the change of accuracy on different datasets. It can be seen that the quality is significantly improved with a small number of golden tasks, as the iterative approach requires a good initialization. However, when the golden tasks are aplenty (say 20), the accuracy remains steady. For practical usage, we set the number of golden tasks as 20, which works well in experiments.

**Varying #Collected Answers.** As we collect each dataset by assigning each task to exactly 10 workers, in Figure 7.4(c), we vary the number of collected answers in \([1, 10]\) for each task and observe the accuracy of TI on different datasets. It can be seen that the accuracy becomes better as more answers are collected. However, for some dataset such as Item, it remains stable as \( \geq 8 \) answers are collected. We will study the estimation of stable point in future.

**Worker Quality Estimation.** We next examine, when the worker answers more tasks, whether a worker’s quality is closer to the worker’s true quality. We first compute each worker \( w \)’s true quality \( \tilde{q}_{w} \) by comparing the worker’s answers
with the ground truth. Here, $\tilde{q}_k^w (1 \leq k \leq m)$ is the fraction of the number of correctly answered tasks by worker $w$, among all her answered tasks in domain $d_k$. Then, we vary the number of collected answers (in $[1, 50]$) for each worker, and run TI to compute each worker $w$’s quality $q^w$. Finally, we record the average deviation, defined as $\sum_{w \in W} \sum_{k=1}^{m} \frac{|\tilde{q}_k^w - q^w|}{m \cdot |W|}$, in Figure 7.4(d). As workers answer more tasks, the average deviation decreases. Also, when 80 or more tasks are answered, the deviation becomes consistently low.
Scalability of TI (Simulation). We create $n$ tasks with $m = 20$. Then the worker set $W$ is generated, and each task is assigned to 10 randomly selected workers from $W$. We vary $n \in [0, 10K]$, $|W| \in \{10, 100, 500\}$ and run TI on randomly generated workers’ answers. Figure 7.4(e) records the time. It can be seen that the time linearly increases with $n$, and the worker size is invariant with time, which corresponds to the complexity $O(cm\ell^2 \cdot \sum_{i=1}^{n} |V^{(i)}|)$. Given that truth inference can be done offline, it is efficient, as it takes less than 15s with large data ($n = 10K$ and $|W| = 500$).

Comparing DOCS with Competitors on TI. We compare with other five competitors (i.e., MV, ZC, D&S, IC and FC) on truth inference: (1) MV regards the truth of a task as the answer given by the highest number of workers; (2) ZC [48] models each worker’s quality as a value, and adapts EM framework [49] to iteratively compute worker’s quality and truth; (3) D&S [47] models each worker’s quality as a matrix, and also adapts EM framework [49] to iteratively compute worker’s quality and truth; (4) IC [63] models a worker’s quality for each task, and derives the truth using weighted majority voting; (5) FC [131] models a worker’s quality as a vector of size $m''$, indicating the worker’s quality for different latent domains, and it iteratively drives truth and worker’s quality.

To make a fair comparison, we initialize the workers’ qualities of all other competitors using the same golden tasks. Note that as IC and FC exploit the do-
mains of each task, and the domain detection accuracy is not satisfactory (Figure 7.3), to do a more challenging job, we initially assign the ground truth of each task’s domain to IC and FC, and then compute the truth of each task by them. We show the comparison results on both the effectiveness (Accuracy) and efficiency (Execution Time) of all datasets in Figures 7.5(a)(b). We have the following observations: (1) MV is surpassed by other competitors, as it does not model a worker’s quality and regard each worker as equal. (2) ZC and D&S model a worker as a value or matrix, which does not consider a worker’s quality for different domains, and that is why they are outperformed by more advanced methods. (3) IC, FC and DOCS model a worker’s qualities for different domains, and DOCS outperforms other competitors on all datasets. Note that although IC and FC have been assigned with the ground truth of each task’s domain in truth inference, we still outperform them a lot because our designed approach can capture the inherent relations between workers’ qualities and tasks’ truth accurately; while for FC, the modeled relations cannot capture the inherent relations very well, and for IC, it uses weighted majority voting, whose result is easy to be misled by low-quality workers. (4) For efficiency (Figure 7.5(b)), MV is the fastest as it can directly compute the truth of each task, while others adopt an iterative approach. IC is the least efficient as it first takes a preliminary offline computation, which will then facilitate online inference. As truth inference can be done offline, all methods can work well in practice. Dataset QA costs more time as it is larger than others.

We perform a case study on Item to show workers’ qualities.

**Worker’s True Quality Across Domains.** Similar to Worker Quality Estimation, we first compute each worker $w$’s true quality $\tilde{q}^w$ for four domains ($q^w_k$). In each domain ($1 \leq k \leq 4$), we split each worker $w$’s quality $q^w_k$ into 10 bins: it falls into the $i$-th bin ($1 \leq i \leq 9$) if $q^w_k \in [\frac{i-1}{10}, \frac{i}{10})$, and in the 10-th bin if $q^w_k \in [0.9, 1.0]$. Then for each domain, we record the number of workers that fall into each bin in Figure 7.6(a). It can be seen that most workers are good at answering tasks
related to Auto (as there are ≥ 15 workers with quality ≥ 0.9); while workers have relatively low qualities on answering tasks related to Food. This means that it is necessary to select domain experts in all workers.

**Worker Quality Calibration.** Similar to the above, we first compute each worker \( w \)'s true quality \( \tilde{q}^w \). Then we study whether the estimated quality \( q^w_k \) by DOCS is close to the true quality \( \tilde{q}^w_k \). In Figure 7.6(b), we select 3 workers who have answered the highest number of tasks and study their qualities. Specifically, the three workers are identified by labels ‘×’, ‘□’, ‘⊙’; each worker \( w \) corresponds to 4 points, where each point \((\tilde{q}^w_k, q^w_k)\) corresponds to a domain \( d_k \) \((1 ≤ k ≤ 4)\). In the ideal case, all points should lie on the line \( Y = X \), which means that the quality is estimated the same as the true quality. We observe that (1) a worker has diverse qualities in different domains. For example, the worker with label ‘⊙’ has high qualities on two domains, and low qualities on
other domains. (2) We can estimate a worker’s quality accurately, as the points drawn in the figure lie very close to the line \( Y = X \). For the domain NBA \( (d_1) \), we further plot the points for all workers who have performed more than one HIT (i.e., > 20 tasks) in Figure 7.6(c). We can observe that in general, \( q^w_1 \) is close to \( \tilde{q}^w_1 \).

**7.6.4 Evaluating Online Task Assignment**

We first evaluate golden tasks selection, and then compare with other competitors in task assignment on respective collected datasets.

**Evaluating Golden Tasks Selection (Simulation).** The key of selecting golden tasks (Section 7.5.2) is to solve Equation 7.11, which enumerates all possible vectors \([n'_1, n'_2, \ldots, n'_m]\) such that \( \sum_{k=1}^{m} n'_k = n' \) and \( n'_k \in \mathbb{N} (1 \leq k \leq m) \). This is called “Compositions of \( n' \) with size \( m \) (0 is allowed)” [41], and it consists of \( \binom{n'+m-1}{m-1} \) possible cases. By enumerating all cases, we can derive the optimal vector which obtains the minimum KL-divergence, i.e., \( D_{\text{opt}} \). We can also compute \( D \) based on our solution (Section 7.5.2). We set \( m = 10 \), vary \( n' \in [0, 20] \), and for each \( n' \), a distribution of size \( m \), i.e., \( \tau \) is randomly generated. Then we record the time of both methods in Figure 7.7(a). It can be seen that the time for Enumeration increases exponentially with \( n' \), and when \( n' = 20 \), it takes more than 600s; while DOCS is efficient, which takes \(<0.01s\). We also compute the ap-
proximation ratio, defined as $\gamma = \frac{|D - D_{opt}|}{D_{opt}}$ over all experiments, and the average $\gamma$ is within 0.1%, which means that our computed results are very close to optimum. Next, we evaluate the scalability of our solution in Figure 7.7(b). We vary $n' \in [1K, 10K], m \in \{10, 20, 50\}$ and observe the execution time. It can be seen that for a given $m$, the time is invariant with $n'$, because the method that solves Equation 7.11 takes $O(m^2 \cdot n)$, i.e., independent of $n'$.

**Comparing DOCS with Competitors on OTA.** We compare with other five competitors (i.e., Baseline, AskIt!, IC, QASCA, and D-Max) that address task assignment. Note that task assignment also requires truth inference method to derive worker’s quality and infer task’s truth: (1) Baseline uses MV to infer truth and randomly selects $k$ tasks to assign to the coming worker; (2) AskIt! [27] uses MV to infer truth and leverages an entropy-like method to select $k$ tasks for assignment; (3) IC [63] uses weighted majority voting to infer truth, and intuitively, it selects $k$ tasks for assignment such that the coming worker has
the highest quality to answer, with the constraints that each task should be answered with the same number of times (in our scenario, exactly 10 times) in the end; (4) QASCA [222] uses D&S [47] to infer truth, and it selects $k$ tasks such that the estimated quality (Accuracy in our scenario) can be improved most, and assigns them to the worker. (5) D-Max uses TI (Section 7.4) to infer truth, and it selects $k$ tasks for assignment such that the coming worker has the matching domain to answer.

When comparing with different methods, we follow the instructions in Section 7.6.1 and assign $k = 3$ tasks using each method in parallel. There are $360 \times 10$ (3.6K), 4K, 10K, and 3.28K assignments in total for the four datasets. We show the Accuracy after all assignments and record the worst case assignment time in Figures 7.8(a)(b). We have the following observations: (1) Baseline performs worst as it randomly assigns tasks and does not consider the tasks’ truth information or the coming worker’s quality; (2) AskIt! considers tasks’ truth in assignment, but does not take worker’s quality into account; (3) QASCA performs better as it considers both the tasks’ truth and worker’s quality in assignment, but it does not take the domain information of tasks and workers into account; (4) IC captures a worker’s quality for answering different tasks; however, it selects $k$ tasks such that the worker has the highest quality to answer, which may assign tasks that are already confident enough. Furthermore, it restricts that each task should be answered with the same times, which does not consider that the assignments for the easy tasks can be saved for hard tasks; (5) although D-Max uses the TI (Section 7.4) to infer truth, it selects $k$ tasks with the matching domain to the coming worker, which may assign tasks that are already confident enough; (6) DOCS performs the best, outperforming the best of other competitors consistently on all datasets. The reason is that we consider three factors: tasks’ truth, worker’s quality and the domain information. We estimate the benefit if a task will be assigned and answered by the worker, and selects the optimal $k$ tasks which lead to the highest benefits; (7) all methods can finish the assignment efficiently, as it can be seen in Figure 7.8(b) that the worst
case assignment is within 0.02s.

**Scalability of OTA (Simulation).** We generate $n$ tasks with $m = 20$. Then we randomly generate the coming worker $w$’s quality and the matrix $M^{(i)}$ for each task $t_i$. Finally $k$ tasks are assigned to worker $w$ by running methods in Section 7.5.1. We vary $n \in [0, 10K]$, $k \in \{5, 10, 50\}$ and record the time in Figure 7.8(c). It can be seen that the assignment time increases linearly with $n$, which corresponds to the complexity $O(nt^2)$. We can also observe that the assignment time is independent of $k$. This is because that we use PICK algorithm [26] to select top $k$ tasks with highest benefits, which is slightly affected by $k$. The assignment is efficient, and it can be finished within 0.2s with large data ($n = 10K$ and $k = 50$).

### 7.7 Related Works

Since we have reviewed most of the related works of crowdsourcing in Chapter 2, this section only highlights the part related to domain aware task model and task assignment.

**Domain Aware Task Model.** Most existing crowdsourcing works [27,47,48,149,222] do not differentiate between tasks. Recently, [200] models the difficulty in tasks, while [63] and [131] exploit the diverse domains in each task using topic models (i.e., LDA [25] and TwitterLDA [216]). However, [63,131] require a user to input the number of latent domains and cannot capture a task’s related domain(s) explicitly and correctly, without considering the semantics in texts. We leverage the knowledge base (i.e., Freebase [71]), which has rich contextual and semantics information and can capture a task’s diverse domain(s) in an explicit and accurate way. Note that there are other works [208,217] that model a task and worker’s diverse domains, but they do not consider knowledge base and leverage the external information, e.g., an answer with thumbs-up and thumbs-down voted by other workers. However, in reality the external information is
hard to get, thus we do not assume them available and only leverage tasks’
text descriptions and workers’ answers. There are also some crowdsourcing
works [15, 40] that consider knowledge bases, but they focus on different per-
spectives, e.g., [40] studies data cleaning and [15] focuses on crowd mining.

**Domain Aware Task Assignment.** Knowledge-intensive crowdsourcing solu-
tions require external information, e.g., workers’ wages and acceptance ratio
in [164], and a complete skill taxonomy tree, a worker’s exact skills and the
required skills of tasks in [138], which are hard to obtain in real crowdsourc-
ing platforms (e.g., AMT [1]). While our work considers typical crowdsourcing
settings used in existing platforms.

### 7.8 Chapter Summary

In this chapter, we first focus on question answering application, and gener-
alize to the study of domain-aware tasks. To be specific, we have built a system
DOCS, which contains three main modules: DVE, TI and OTA. After a requester
submits tasks, DVE leverages the KB to interpret the domains for each task, and
then DOCS interacts with AMT [1] adaptively. When a worker submits answers,
TI is run to infer workers’ qualities and tasks’ truth, by exploring their inherent
relations. When a worker requests for new tasks, OTA dynamically assigns $k$
tasks with the highest benefits to the worker. We conduct experiments to test the
effectiveness and efficiency, showing that DOCS outperforms existing state-of-
the-art methods on the three modules.

In future work, we will consider the following directions: (1) we will see
whether a more diverse sample of workers (e.g., the selected workers follow the
expertise distribution) may help in truth inference, as now our model focuses
on selecting a biased sample which only contains domain experts; (2) we will
study the case if the domain of input data is not in text format (e.g., an image)
and also the case if available knowledge base is not appropriate for the crowd-
sourced domains; (3) we will consider how the design of different interfaces would affect the crowdsourcing answers, e.g., one way is to first classify the tasks in different domains, and each HIT contains all tasks in the same domain; (4) we will consider different evaluation metrics (e.g., F-score) and see whether our methods work well in various evaluation metrics.
Chapter 8

Conclusions and Future Work

In this thesis, we address two fundamental components in crowdsourcing framework, i.e., task assignment and truth inference. We first dive deep into these two components, respectively (Chapters 3-4 and Chapter 5). We then discuss the combination of them and apply them to specific crowdsourcing applications (Chapters 6-7). This chapter closes the thesis by first outlining the conclusions (Section 8.1), and then briefly discussing some promising future directions (Section 8.2).

8.1 Conclusions

In this section, we conclude our solutions to task assignment (Chapters 3-4), truth inference (Chapter 5), and how to combine them together and apply them to specific crowdsourcing applications (Chapters 6-7).

• Task Assignment (Chapters 3-4). We focus on the task assignment problem under the task-based setting in Chapter 3. Given a set of tasks, when a worker comes, we focus on assigning a subset of tasks to the coming worker. To solve this, we propose a novel task assignment framework by incorporating evaluation metrics into assignment strategies, and formalize the online task assignment
problem under the proposed framework. We generalize the definition of evaluation metrics to be able to quantify the result quality w.r.t a distribution matrix, and devise efficient algorithms to identify the optimal result of each task that can maximize the overall quality. Two respective linear online assignment algorithms are proposed that can efficiently select the best subset of tasks for a coming worker. We develop a system called QASCA, which enables a popular crowdsourcing platform (i.e., AMT) to support our task assignment framework. We evaluate the performance of QASCA on five real applications. Experimental results indicate that QASCA can achieve much better (of more than 8% improvement) result quality compared with five state-of-the-art systems.

We then study the task assignment problem under the worker-based setting in Chapter 4. Given a budget and a set of workers, we focus on selecting a subset of workers which attain the highest aggregated quality within the budget constraint. To solve this, we develop a polynomial-time approximation algorithm, which enables a large number of candidate solutions to be pruned, without a significant loss of accuracy. We further develop a theoretical error bound of this algorithm. Particularly, our approximate computation algorithm is proved to yield an error of not more than 1%. We also leverage a successful heuristic, the simulated annealing heuristic, by designing local neighborhood search functions. To evaluate our solutions, we have performed extensive evaluations on real and synthetic crowdsourced data. Our experimental results show that our algorithms can solve the problem effectively and efficiently. The quality of our solution is also consistently better than the existing works.

Considering the solutions to task assignment problem in Chapters 3 and 4, it might be interesting to study how to address the general task assignment problem by combining these two settings together, that is, “Given a fixed budget, how to select suitable tasks and assign to the most appropriate workers?”

- **Truth Inference (Chapter 5).** We perform a thorough analysis and experimental comparison of the solutions to the truth inference problem, i.e., given work-
ers’ answers collected for tasks, how to infer the truth of each task? To dive in, we survey 17 existing algorithms, summarize a framework, and provide an in-depth analysis and summary on the 17 algorithms from different perspectives, which can help practitioners to easily grasp existing truth inference algorithms. We also experimentally conduct a thorough comparison of these methods on 5 datasets with varying sizes, publicize our codes and datasets (Section 1.4) and provide experimental findings, which give guidance for selecting appropriate methods under various settings.

- **Multi-Label and Domain-Aware Tasks (Chapters 6-7).** We combine task assignment and truth inference together, and first apply them to multi-label tasks in Chapter 6. For task assignment, we develop an effective algorithm that judiciously selects a subset of tasks with the largest amount of uncertainty reduction for the current worker, in linear time. For truth inference, we propose an effective worker model, and devise a method that jointly infers each task’s truth and each worker’s model. We further consider how to integrate label correlations into our method. Finally, we develop Comet, and use two real-world datasets to perform experiments on two crowdsourcing platforms. Results show that Comet outperforms existing state-of-the-art methods, and is robust under various settings. It achieves over 20% improvements on the two datasets performed by low-quality workers. We also conduct experiments on simulated data, in order to verify the scalability of Comet.

We then apply task assignment and truth inference to domain-aware tasks in Chapter 7. There are three components: domain vector estimation, task assignment, and truth inference. For domain vector estimation, we propose an algorithm that can reduce the complexity from exponential to polynomial. For task assignment, we have developed an optimal and linear algorithm. For truth inference, we exploit the inherent relations between workers’ qualities and tasks’ truth, and finally devise an iterative approach that collectively infers those parameters. We also study how to maintain each worker’s quality in the
long run and devise update policies for the incremental inference algorithms.

8.2 Future Work

In this section, we first provide some research challenges for task assignment and truth inference respectively. We then illustrate other research opportunities in crowdsourced data management.

• Task Assignment. (1) As the worker history is maintained and expected to come back to answer another set of tasks, it might be interesting to construct certain scope of active advertisers and actively recruit them to answer tasks. (2) We will further investigate the method of dealing with continuous values and more complicated task types (e.g., cluster-based task [192] and transcription task [93]). (3) More evaluation metrics will be incorporated in the assignment framework. (4) We focus on task assignment over a specific (or homogeneous) set of tasks, then how to incorporate heterogeneous tasks into the assignment framework is another direction. (5) We also plan to consider if a requester has multiple metrics in her mind (say both Accuracy and F-score), then how can we wisely assign tasks to a coming worker.

• Truth Inference. (1) Task Types. In decision-making and single-label tasks, there is no “best” method that beats others, and we recommend D&S [47] and LFC [161], which are relatively more effective and efficient. In numeric tasks, we recommend Mean and LFC,N [161], and there is still room to improve numeric tasks. Moreover, there are other more complicated task types that are merely studied, e.g., translation tasks [93], or tasks that require workers to collect data [190]. (2) Task Design. In order to collect high quality crowdsourced data in an efficient way, it is important to design tasks with friendly User Interface (UI) with a feasible price. Although there are some works that study how to set the prices [75] and acquire answers from crowd more efficiently [82], the design of friendly UI is not studied extensively. It is also interesting to study
the relations between the design of UI, price, worker’s latency and quality. (3) Data Redundancy. The quality significantly increases with small redundancy, and keeps stable for a large redundancy. Then how to estimate the data redundancy with stable quality? Is it possible to estimate the improvement with more data redundancy? (4) Qualification Test. Not all methods can benefit from qualification test, and the quality of some methods even decrease. So is it possible to estimate the benefit of qualification test for a method? (5) Hidden Test. Although most methods can benefit from them, the improvements vary in different datasets and methods. Thus is it possible to estimate the improvement with hidden test (i.e., a number of golden tasks) for a method on a dataset? (6) Incorporation of More Rich Features. We only consider the collected answers for tasks; however, we do not incorporate more rich information, for example, the contexts in tasks (each task’s textual descriptions or the pixels in image tasks). These have been mentioned in existing works [170, 207]. We do not include those into comparisons since most of the datasets do not make the original tasks public. It might be interesting to see how much improvement when such information is considered.

- **Query Optimization.** An SQL query often corresponds to multiple query plans and it relies on a query optimizer to select the best plan. Traditionally, the way a query optimizer works is to estimate the computation cost of each query plan and choose the one with the minimum estimated cost. However, this process turns to be quite challenging in a crowdsourcing environment because (1) there are three optimization objectives (result quality, monetary cost, and latency) that need to be considered; (2) humans are much more unpredictable than machines.

- **Benchmark.** A large variety of TPC benchmarks (e.g., TPC-H for analytic workloads, TPC-DI for data integration) standardize performance comparisons for database systems and promote the development of database research. Although we maintained some open-source public datasets (Section 1.4), there is
still lack of standardized benchmarks available. In order to better explore the research topic, it is important to study how to develop evaluation methodologies and benchmarks for crowdsourced data management systems.

- **Big Data.** In the big data era, data volumes are increasing very fast. Compared to machines, humans are much more expensive, and thus it would be increasingly more costly to apply crowdsourcing to emerging big data settings. There are existing works that aim to address this problem, but they only work for some certain data processing tasks, such as data cleaning [40], data labeling [142]. Therefore, it is important to continue this study and to develop new techniques that work for all kinds of data processing tasks.

- **Macro-Tasks.** Most of existing studies focus on micro-tasks, which can be easily assigned to workers and instantly answered by workers. However, many real applications need to use macro-tasks, such as writing a paper. Macro-tasks are hard to be split and accomplished by multiple workers, because they will loose the context information if they are split [81]. Workers are not interested in answering a whole macro-task as each macro-task will take a long time. Thus it is rather challenging to support macro-tasks, including automatically splitting a macro-task, assigning tasks to crowd or machines, and automatically aggregating the answers.

- **Privacy.** There are several types of privacy issues in crowdsourcing. First, the requester wants to protect the privacy of their tasks [203]. The tasks may contain sensitive attributes and could cause privacy leakage. Malicious workers could link them with other public datasets to reveal individual private information. Although the requester can publish anonymity data to the workers using existing privacy techniques, e.g., K-Anonymity, it may lower down the quality as the workers cannot get the precise data. Thus it is challenging to trade-off the accuracy and privacy for requesters. Second, the workers have privacy-preserving requirement. Personal information of workers can be inferred from the answers provided by the workers, such as their locations, professions, hobbies. On the
other hand, the requester wants to assign their tasks to appropriate workers that are skilled at their tasks (or close to the tasks).

- **Mobile Crowdsourcing.** With the growing popularity of smartphones, there are emerging mobile crowdsourcing platforms, e.g., gMission [37], ChinaCrowd [3]. These mobile platforms pose new challenges for crowdsourced data management. First, more factors (e.g., spatial distance, mobile user interface) will affect workers’ latency and quality. It is more challenging to control quality, latency and cost for mobile platforms. Second, traditional crowdsourcing platforms adopt worker selection model to assign tasks; however, mobile crowdsourcing requires to support server assignment model, which calls for new task assignment techniques.
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