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Why Truth Inference?
◦ Huge Amount of Crowdsourced Data

◦ Inevitable noise & error

◦ Goal: Obtain reliable information in Crowdsourced Data
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Statistics in AMT:
Over 500K workers
Over 1M tasks



Motivating Example
◦ An Example Task

I think
A. Raleigh !

3

Where was ACM SIGMOD 2017 held ?

A. Raleigh B. Chicago



Principle: Redundancy
◦ Collect Answers from Multiple Workers

I think
B !

I choose
B !

I support
A !

I vote
B!

What is the truth of the task ?
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Where was ACM SIGMOD 2017 held ?

A. Raleigh B. Chicago



Given different tasks’ answers collected from
workers, the target is to infer the truth of each task.

Truth Inference Definition

Truth?

Truth?

Truth?

Truth Inference

Tasks WorkersAnswers Tasks
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◦ Majority Voting
Take the answer that is voted by the majority (or
most) of workers.

A Simple Solution

Expert Good at
Search

Spammer Random
Answer

Treat each worker equally, neglecting the diverse
quality for each worker.

◦ Limitation
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◦ The key is to know each worker’s quality

The Key to Truth Inference

Suppose quality of 4 workers are known
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◦ Idea: Compute each worker’s quality by
considering the workers’ answers for all tasks

The Location of
SIGMOD 2017?

A. Raleigh
B. Chicago

The Location of
VLDB 2017?

A. Vancouver
B. Munich

B

B

B

A

A

B

Answers:
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How to know worker’s quality ?



(1) Machine Learning Community:
GLAD [Whitehill et al. NIPS09], Minimax [Zhou et al. NIPS12],
BCC [Kim et al. AISTATS12], LFC [Raykar et al. JLMR10],
KOS [Karger et al. NIPS11], VI-BP [Liu et al. NIPS12], VI-MF
[Liu et al. NIPS12], LFC_N [Raykar et al. JLMR10]
(2) Database Community:
CATD [Li et al. VLDB14], PM [Li et al. SIGMOD14], iCrowd
[Fan et al. SIGMOD15], DOCS [Zheng et al. VLDB17]
(3) Data Mining Community:
ZC [Demartini et al. WWW12], Multi [Welinder et al. NIPS
2010], CBCC [Venanzi et al. WWW14]

D&S [Dawid and Skene. JRSS 1979]

Existing works
◦ Classic Method

◦ Recent Methods
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Three Goals in Our Work
(Zheng et al. PVLDB’17)

◦ What are the similarities in existing works?

◦ What are the differences in existing works?
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◦ Any suggestions to use in practice?



Initialize Quality for each worker
While (not converged) {

Quality for each worker Truth for each task ;
Truth for each task Quality for each worker ;

}

Part I:
Unified Framework in Existing Works

◦ Input: Workers’ answers for all tasks

◦ Output: Quality for each worker and Truth for each task

◦ Algorithm Framework: 
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Location of VLDB 2017?

A. Vancouver

B. Munich

Location of SIGMOD 2017?

A. Raleigh

B. Chicago (1.0 + 1.0 from
workers 1 & 2)

(1.0 from worker 3)

◦ 1. Quality for each worker Truth for each task

Inherent Relationship 1

(Estimated) Truth:

1.0

1.0

1.0

Quality:

B

B

B

A

A

B

(1.0 + 1.0 from
workers 1 & 3)

(1.0 from
worker 2)
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Inherent Relationship 2

correct: 2/2

0.5
correct: 1/2

correct: 1/2

1.0

0.5

Quality:
◦ 2. Truth for each task Quality for each worker

(Estimated) Truth:

B

B

B
A

A

B
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Location of SIGMOD 2017?

A. Raleigh
B. Chicago

Location of VLDB 2017?

A. Vancouver
B. Munich



Part II:
Differences in Existing works

◦ Different Task Types
What type of tasks they focus on ?
E.g., single-label tasks …

Tasks

Objectives
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◦ Different Worker Models
How they model each worker ?
E.g., worker probability (a value) …

Workers

◦ Different Objective Functions
What type of objectives they use?
E.g., Graphical Model…



(1) Different Tasks Types
◦ Decision-Making Tasks (yes/no task)

◦ Single-Label Tasks (multiple choices)

◦ Numeric Tasks (answer with numeric values)

Is Bill Gates currently 
the CEO of Microsoft ?

Yes No

Identify the sentiment of 
the tweet: ……

Pos NegNeu

What is the height for 
Mount Everest ?

m

e.g., Demartini et al. WWW12,
Whitehill et al. NIPS09, Kim et 
al. AISTATS12, Venanzi et al. 
WWW14, Raykar et al. JLMR10

e.g., Li et al. VLDB14, Li et al. 
SIGMOD14, Demartini et al. 
WWW12, Whitehill et al. 
NIPS09, Kim et al. AISTATS12

e.g., Li et al. VLDB14, Li et 
al. SIGMOD14
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◦ Worker Probability: a value

(2) Different Worker Models
p∈[0,1]

[p − ε , p + ε ]
e.g., Demartini et al. WWW12, Whitehill et al. NIPS09

The probability that the worker answers tasks correctly
e.g., a worker answers 8 over 10 tasks correctly, then
the worker probability is 0.8.

◦ Confidence Interval: a range

e.g., Li et al. VLDB14

is related to the number of tasks answered 
=> the more answers collected, the smaller     is.
e.g., two workers answer 8 over 10 tasks and 40 over 50
tasks correctly, then the latter worker has a smaller .
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◦ Bias     & Variance : numerical task

(2) Different Worker Models (cont’d)

τ σ

ans ~ N(t +τ ,σ )

◦ Confusion Matrix: a matrix

e.g., Kim et al. AISTATS12, Venanzi et al. WWW14

Pos Neu Neg
Pos
Neu
Neg

Capture a worker’s answer for different choices 
given a specific truth

Given that the truth of a 
task is “Neu”, the 
probability that the worker 
answers “Pos” is 0.3.

Answer follows Gaussian distribution:
e.g., Raykar et al. JLMR10
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◦ PGM, or Probabilistic Graphical Model (e.g., 
D&S [David & Skene JRSS 1979])

(3) Different Objective Functions
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◦ Optimization (self-defined objective function,
e.g., PM [Li et al. SIGMOD14])

=> Likelihood:



Summary of Truth Inference Methods
Method Task Type Worker Model Objectives

Majority Voting Decision-Making Task, Single-Choice Task No Optimization

Mean / Median Numeric Task No Optimization

ZC [Demartini et 
al. WWW12] Decision-Making Task, Single-Choice Task Worker

Probability PGM

GLAD [Whitehill
et al. NIPS09] Decision-Making Task, Single-Choice Task Worker

Probability PGM

D&S [Dawid and 
Skene.  JRSS 

1979]
Decision-Making Task, Single-Choice Task Confusion Matrix PGM

Minimax [Zhou 
et al. NIPS12] Decision-Making Task, Single-Choice Task Confusion Matrix Optimization

BCC [Kim et al. 
AISTATS12] Decision-Making Task, Single-Choice Task Confusion Matrix PGM

CBCC [Venanzi
et al. WWW14] Decision-Making Task, Single-Choice Task Confusion Matrix PGM

LFC [Raykar et 
al. JLMR10] Decision-Making Task, Single-Choice Task Confusion Matrix PGM

19



Summary of Truth Inference Methods (cont’d)

Method Task Type Worker Model Objectives

PM [Li et al. 
SIGMOD14]

Decision-Making Task, Single-Choice
Task, Numeric Task

Worker
Probability Optimization

Multi [Welinder et 
al. NIPS 2010] Decision-Making Task Worker Bias,

Worker Variance PGM

KOS [Karger et al. 
NIPS11] Decision-Making Task Worker

Probability PGM

VI-BP [Liu et al. 
NIPS12] Decision-Making Task Confusion Matrix PGM

VI-MF [Liu et al. 
NIPS12] Decision-Making Task Confusion Matrix PGM

LFC_N [Raykar
et al. JLMR10] Numeric Task Worker Variance PGM

CATD [Li et al. 
VLDB14]

Decision-Making Task, Single-Choice
Task, Numeric Task

Worker
Probability,
Confidence

Optimization
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Part III:
Experiments and Analysis

◦ Statistics of Datasets
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Dataset # Tasks # Answers
Per Task # Workers Description

Sentiment
Analysis

[Zheng et al.
VLDB17]

1000 20 185
Given a tweet, the

worker will identify the
sentiment of the tweet

Duck
[Welinder et 
al. NIPS10]

108 39 39

Given an image, the
worker will identify
whether the image

contains a duck or not

Product
[Wang et al.

VLDB12]
8315 3 85

Given a pair of products,
the worker will identify

whether or not they refer
to the same product



#workers’ answers
conform to long-tail
phenomenon

Not all workers are of
very high quality

◦ Observations (Sentiment Analysis)
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Experiments and Analysis (cont’d)



Observations:

1. The quality increases
with #answers;

2. The quality improvement
is significant with few
answers, and is marginal
with more answers;

3. Most methods are
similar, except for Majority
Voting (in pink color).

◦ Change of Quality vs. #Answers
(Sentiment Analysis)
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Experiments and Analysis (cont’d)



◦ Performance on more datasets

Dataset “Duck” Dataset “Product”
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Experiments and Analysis (cont’d)



Which method is the best ?
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◦ “Majority Voting” if sufficient data is given (each task
collects more than 20 answers);

◦ “D&S [Dawid and Skene JRSS 1979]” if limited data is
given (a robust method);

◦ “Minimax [Zhou et al. NIPS12]” and “Multi [Welinder et 
al. NIPS 2010]” as advanced techniques.



Summary of Truth Inference

◦ The key to truth is to know each worker’s quality;

◦ Unified Framework: Relationships between “quality
for each worker” and “truth for each task”;

◦ Different task types, worker models and objectives
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Open-Source Datasets & Codes

◦ Public crowdsourcing datasets: 
http://i.cs.hku.hk/~ydzheng2/crowd_survey/datasets.html

◦ Implementations of truth inference algorithms:
http://i.cs.hku.hk/~ydzheng2/crowd_truth_inference/index.
html
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